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Resumen

El presente trabajo de titulacién desarrolla e implementa una metodologia que permite la inte-
gracion e interconexion de procesos heterogéneos empleando un enfoque de comunicacién de internet
industrial de las cosas (IIoT, por sus siglas en inglés), en un ambiente de simulacién bajo el concepto
de Industria 4.0. Los protocolos que se usan, principalmente, son MQQT y HTTP y operan bajo la
arquitectura cliente-servidor, ademds de filtrar la informacién mediante eventos Publisher/Suscriber y
Request/Response, respectivamente. Se disenia un proceso industrial que emula a través del software
Factory I/0O una linea de produccién de zumo de naranja, controlada mediante un controlador légico
programable (PLC). Un aspecto importante es el disefio de un controlador PID para la automatizacién

del proceso de forma eficiente.

El proceso de comunicacién es implementado con ayuda del servidor OPC, el mismo que hace
referencia a un protocolo de comunicacién en el campo de control y supervisién de procesos industriales.
OPC actta como middleware y permite la conexién entre cada uno de los niveles de la piramide de
automatizacién. De esta manera, se habilita la opcién de envio de informacién de la fabrica hacia la
nube, con el objetivo de monitorizar el estado actual de cada una de las variables que intervienen en el
proceso de produccién. Para el manejo de informacion de la planta se empled el software Node-RED, de
esta forma, se logra establecer un enlace con la base de datos de cada uno de los entornos de desarrollo

IIoT, asi mismo, almacenando los datos de la fabrica en tiempo real.

Con el objetivo de realizar un andlisis comparativo en funcion a la eficiencia del manejo de informa-
cién se empled la herramienta Wireshark, obteniendo de esta manera distintos resultados en funcién al
porcentaje de paquetes perdidos para cada protocolo de comunicaciéon. Para el desarrollo del proyecto
se utilizé una plataforma del tipo open source conocida como Thinger.io y una de modelo de pago que
es AWS. De igual manera, se emplea un bloque de MySQL para capturar paquetes de forma local.
Con propésitos de visualizacion, se implementa un sistema HMI en LabVIEW y se crea su respectivo
gemelo digital en el entorno de Node-RED con el propédsito de virtualizar los servicios de la capa MES

y brindar acceso a diferentes operarios de la planta.

Como resultado, se programa un agente detector de fallas en el sistema multitanque y se enlaza su
funcionamiento a un bloque que emite una notificacién a través de un correo electrénico y la interaccién

entre un bot y operarios de la fabrica para que tomen las medidas correctivas.

Palabras clave : Automatizacion. IIoT. HTTP. Industria 4.0. Middleware. MQTT. Node-
RED. PLC. Protocolo de comunicacién. PID
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Abstract

This paper towards obtaining an academic degree, develops and implements a methodology allowing
the integration and interconnection of heterogeneous processes using an industrial internet of things
(IToT) communication approach in a simulation environment under the concept of Industry 4.0. The
protocols used are ,mainly, MQQT and HTTP and operate under the client-server architecture, in
addition to filtering information through ,respectively , Publisher / Subscriber and Request / Response

events.

An industrial-like process is designed through Factory I / O software . An orange juice production
line, controlled by a programmable logic controller (PLC). An important aspect is the design of a PID

controller to automate the process efficiently.

The communication process is implemented with the aid of the OPC server, which refers to a
communication protocol in the field of control and supervision of industrial processes. OPC interacts
as middleware and allows the connection between each of the levels of the automation pyramid. In
such a way, the option of sending information from the factory to the cloud is enabled, in order to
monitor the current state of each of the variables involved in the production process. The Node-RED
software was used to manage the plant information, in this way, it is possible to establish a link with
the database of each of the IIoT development environments, likewise, storing the factory data in real

time.

In order to carry out a comparative analisis, based on the efficiency of information management,
the Wireshark tool was used, thus obtaining different results based on the percentage of lost packets
for each communication protocol. For the development of the project, an open source platform known
as Thinger.io and a payment model AWS, was utilized. Similarly, a MySQL block is used to capture
packets locally. For visualization purposes, an HMI system is implemented in LabVIEW and its
respective digital-twin is created in the Node-RED environment with the purpose of: virtualizing the

services of the MES layer and providing access to different plant operators.

As a result, a fault detection agent is programmed in the multitank system and its operation is
linked to a block that issues a notification via email and the interaction between a bot and factory

operators to take corrective measures.

Keywords : Automation. IIoT. HTTP. Industry 4.0. Middleware. MQTT. Node-RED.
PLC. Communication protocol. PID
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CAPITULO

Introduccion

El Internet industrial de las cosas o Industrial Internet of Things (IIoT) consiste en maquinaria
conectada a Internet y en avanzadas plataformas de analisis que procesan los datos que se producen.
Los dispositivos IIoT van desde diminutos sensores ambientales hasta complejos robots industriales.
Si bien la palabra «industrial» puede referirse a almacenes, astilleros y fabricas, las tecnologias I1oT
son prometedoras para una amplia gama de sectores industriales, como la agricultura, la sanidad, los

servicios financieros, el comercio minorista y la publicidad [1].

Actualmente existe una gran variedad de plantas industriales encargadas de la fabricacién de
productos necesarios para satisfacer las necesidades del desarrollo del mercado. Segun [2], la imple-
mentacién de nuevas tecnologias mediante el IIoT permite un avance tecnolégico, ocasionando que los

campos de monitoreo y control jueguen un papel fundamental en los procesos de manufacturacién.

1.1. Antecedentes

La automatizacién es la tnica forma de incrementar la productividad de un pais en pleno desarrollo.
Numerosos autores discuten acerca de distintas formas de cémo poner en practica ese concepto. No
obstante, cada uno de ellos converge en la misma resolucion, la “falta de interés por parte del ser
humano”. Los autores de [3] consideran que el principal valor de un hombre es el tiempo libre y la
cantidad que disponga de él, se encuentra determinada por la productividad del trabajo en la sociedad.
En este contexto, propone numerosos factores acerca de como incrementar la productividad laboral,
tales como: recursos laborales baratos, fortalecimiento de la explotacién humana, capacitaciéon de los
trabajadores y organizacion de la produccién. Sin embargo, cada uno de ellos no traen consigo buenos

resultados debido a la falta de modernizacién por parte de las industrias.

Anteriormente, la automatizacién de un proceso industrial se consideraba una utopia debido al
alto grado de complejidad. No fue hasta la invencién del Internet, cuando todo esto se creia posible.

La influencia del Internet logré un creciente niimero de sistemas de automatizaciéon habilitados por el
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IToT [4]. De esta forma se posibilita la creacién de nuevos modelos de negocios que parten desde el
control remoto de procesos de manufacturacion, hasta despliegues de sistemas de diagnostico. Por esta
razon, los autores de [5] aseguran que la nueva trayectoria que tomen las comunicaciones industriales
se vuelve indispensable para el desarrollo de la nueva era de procesos de produccién. Efectivamente,
las Tecnologias de la informacién y comunicacién (TIC) juegan un papel fundamental dentro del
marco de estudio que se estd analizando, puesto que, facilitan un nuevo proceso de organizacién, y en

consecuencia una mayor respuesta por parte de las empresas ante las necesidades de los clientes.

Existe una gran variedad de problemas que dificultan el avance tecnolégico en el campo de la
industria. Segun [6], el error mas comin recae en el manejo pobre de la informacién al momento de la
toma de decisiones sobre cualquier proceso que se vea involucrado dentro de la linea de produccién. Una
solucion ante esta problematica son las llamadas fabricas inteligentes, cuya funcién es la interconexién
entre cada uno de sus sistemas de produccién mediante redes. De esta manera, se genera una enorme
cantidad de informacion la cual puede ser manejada a través de distintos protocolos de ITIoT. Por
esta razén, [7] aborda una visién en el desarrollo e implementacién de estdndares que involucren la
conectividad de las tecnologias IIoT en distintas plataformas con el objetivo de promover la industria
4.0, enfatizando principalmente en la seguridad del sistema. Finalmente, en [8] se destacan numerosos
estudios en donde se detalla que la tecnologia IIoT ha adquirido aceptaciéon por parte de las industrias,
debido a que permite la creacién de sistemas potentes que benefician la linea de produccién para
cualquier campo. No obstante, se debe considerar que conforme se aumenta la complejidad del sistema,

el nivel de seguridad de la informacion que se maneja se debe incrementar radicalmente.

1.2. Identificacion del problema

Actualmente, una de las dreas que se encuentra en constante desarrollo es el mejoramiento de
sistemas productivos y la optimizacién de costos a través de tecnologias de automatizacion aplicadas
a la industria. La escasa implementaciéon de tecnologias de tiltima generacion aplicadas a sistemas
de manufactura demuestra la necesidad de mejorar el manejo, supervisiéon y control de procesos
heterogéneos, ampliamente desplegados en la industria moderna, que no contemplan interconexion

directa por restricciones de protocolos de comunicacion, entre otras cosas.

Algunos paises de Latinoamérica como Ecuador, cuentan con la oportunidad de aprovechar las
posibilidades que el Internet brinda para evolucionar en campos de la industria. Sin embargo, la imple-
mentacién de escenarios reales se encuentra limitada debido a la falta de equipamiento para el manejo
y envié de datos a la nube. En este contexto, el principal problema al que se enfrenta un ambiente de
automatizacion simulado es el manejo de la enorme cantidad de protocolos de comunicacién industrial y
como interconectar cada uno de ellos en funcién a los distintos niveles de la pirdmide de automatizacién.
Las empresas hoy en dia emplean distintos sistemas de hardware para entrelazar procesos heterogéneos
y comunicarlos con un servidor en la nube, de esta forma se establece un nivel de seguridad respecto
a la informacién [9]. Los sistemas que involucran protocolos IToT plantean desafios para la conexién
entre procesos, uno de ellos hace referencia a la entrada dinamica de componentes durante el tiempo de
ejecucion y la heterogeneidad de los mismos. Los autores de la referencia [10] aseguran que el desafio

se encuentra en como satisfacer la heterogeneidad de cada uno de los componentes involucrados en el

Pablo Adrian Barriga Ledn 2
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

"UMA UNIVERSIDAD DE CUENCA Facultad de Ingenieria

proceso de automatizaciéon y de esta manera permitir la integracién durante el tiempo de simulacién.
Efectivamente, el reto de enlazar cada proceso trae consigo problemas de seguridad. La alta conectividad
entre todos los objetos obliga a realizar una auditoria ante cualquier falla que puede presentarse [11].
Otro aspecto que se debe considerar engloba el mercado de las comunicaciones industriales, ya que, se
encuentra dominado por sistemas de bus de datos. Como resultado, las empresas se enfrentan a un
ecosistema con una abundante cantidad de tecnologias que deben producirse, ejecutarse, almacenarse y

sobre todo interconectarse [12].

De acuerdo a lo descrito anteriormente, y con el objetivo de recalcar las deficiencias que presenta la
Y
etapa de automatizacion de un proceso industrial, en la figura 1.1 se observa una descripcion grafica

acerca del problema central de la investigacion.

Falta de sincronismo
entre protocolos lloT

Sistema sujeto a
fallas debido a nivel
de seguridad
ineficiente

Muestreo ineficiente

Pérdida de paguetes para la toma de datos

para la visualizacion
de datos

de los procesos

Efecto

A

Interconexion directa de protocolos de comunicacién industrial

Problema Central en funcidn a los niveles de la piramide de automatizacién

Causa

eferogeneidad entre
cada uno de los Tiempo de ejecucion Conectividad
componentes del de las etapas del ineficiente entre

proceso U_E_ proceso procesos
automatizacion

Extensa cantidad de

protocolos lloT

Figura 1.1: Arbol del problema.

Un proceso de automatizaciéon se fundamenta en una estructura jerarquica o pirdmide de cinco
niveles en donde se integran todas las tecnologias involucradas en el proceso de la linea de produccién
[13]. Estos niveles son: campo, control, supervisién, planeacién y gestiéon y se explicardn a detalle
en el capitulo 2. Cada uno de esos niveles presentan distintas tecnologias que deben emplear para
cumplir una tarea especifica. Por ejemplo, en el nivel de campo se puede usar cualquier herramienta
de simulacién de procesos industriales como Factory I/O [14] o FlexSim [15]. Entre estas opciones en
este trabajo se usa el software Factory I/O debido a su semejanza con un ambiente industrial real y
sobre todo las opciones de interconectividad con dispositivos Programmable Logic Controller (PLC),
asi como también distintos tipos de middleware. Cada uno de los procesos didacticos industriales que
se definen en primer nivel emplean Open Protocol Communication (OPC) con dispositivos Siemens

que son controlados y monitoreados a través de un sistema de Supervision, Control y Adquisicién de
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Datos (SCADA).

La comunicacion en la nube permite un manejo flexible y dindmico de la informacion, pero presenta
una desventaja frente a sistemas que no son en tiempo real. Segin [16], esto se debe principalmente a
la falta de control al momento de crear respaldos o bases de datos para la informacién de etapas de
produccién. De esta manera se evita cualquier tipo de inconveniente cuando se produzca un enlace
roto con la nube. La transferencia de datos entre cada uno de los niveles resulta crucial al momento de
implementar cualquier tipo de proceso industrial. Actualmente, existen algunos tipos de middleware
del tipo open source, que se emplean para establecer un enlace de comunicacién entre los niveles de la
pirdmide y la web, uno de ellos es Modbus RTU. Mobdus es un protocolo estandar para la industria
basado en la arquitectura cliente/servidor, permitiendo el control de una red de dispositivos que pueden

comunicar los resultados a un ordenador [17].

Adicionalmente [18], describe un protocolo denominado Process Field Network (PROFINET).
Bésicamente es un estdndar de comunicacién Ethernet industrial basado en estdndares TCP/IP y de-
sarrollado como un mecanismo para intercambiar datos entre controladores y actuadores. Sin embargo,
la tecnologia de comunicacién industrial mas empleado por las empresas es OPC, debido a que maneja
una gran cantidad de funciones utilizadas por sistemas de comunicacion industriales, lo que implica la
posibilidad de habilitar un enlace adecuado entre las capas de Tecnologia operativa (OT) y Tecnologia

de informacién estandar (IT) [19].

Con referencia a OPC, [20] sefiala que es una solucién éptima a la problemdtica de interconectividad
entre los niveles de la estructura jerarquica de automatizacién. Ademas, de permitir el intercambio de

informacién entre multiplos dispositivos PLC’s, presenta la informacién en distintos formatos como:

e Simple Network Management Protocol (SNMP).
e Open DataBase Connectivity (ODBC).

e Representational State Transfer (REST).

e Message Queuing Telemetry Transport (MQTT).

En este trabajo se utiliza MQTT debido a que se considera el protocolo de comunicacién IToT maés

empleado en procesos de manufacturacion, ya que permite la comunicacién Machine to Machine (M2M).

1.3. Objetivos

1.3.1. Objetivo general

Desarrollar una metodologia de integracién de procesos heterogéneos de automatizacién empleando

protocolos de comunicacién industrial IToT.

1.3.2. Objetivos especificos

El presente trabajo tiene los siguientes objetivos especificos:
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e Disefiar y simular un sistema SCADA para una linea de produccién de zumo de naranja.

Investigar nuevas alternativas para el desarrollo de aplicaciones en el campo de la automatizacion.

Simular procesos de manufacturaciéon y enviar la informaciéon de los procesos de entrada de la

linea de produccién hacia un servidor en la nube.

Implementar un interfdz Hombre-Maquina (HMI) para el control de linea de produccién.

Disenar los sistemas de produccién usando el diseno de manufactura integrada por computador

(CIM) y virtualizar los servicios de la capa 4 (sistema de ejecucién de manufactura).

1.4. Revision del estado del arte

El boom de la industria ha ocasionado que numerosos paises se adapten a los cambios que trae
consigo la revolucién industrial. Evidentemente, dentro de esos cambios existe una amplia gama de
campos que se pueden mejorar, no obstante, el de mayor interés en la actualidad recae en la auto-
matizacion industrial de una linea de produccién. Con la Industria 4.0, el cliente podra comunicarse
directamente con el fabricante, es decir, se disminuiria el tiempo de espera a las solicitudes. Estos
cambios, efectivamente, requieren un mayor control por parte de las empresas [21]. La Industria 4.0 trajo
consigo el desarrollo de técnicas de deteccion de fallas, andlisis de datos, y sobre todo la comunicacién
entre las distintas etapas que engloba un proceso de manufactura. Segin [22], cada uno estos procesos
convergen en un solo punto, el surgimiento y desarrollo del IToT. De acuerdo a varios autores, el IToT
supone una revolucién en la monitorizacién y mantenimiento de sistemas automatizados, por ende,
resulta preciso establecer un entorno de desarrollo en donde los usuarios interactien en cada etapa de

la linea de producciéon a través de servidores web.

El TIoT presenta ciertas desventajas en cada uno de los campos de aplicacién. En este contexto, se
puede mencionar las redes industriales, cuya caracteristica principal recae en la heterogeneidad. De
acuerdo a [23], las redes industriales son heterogéneas debido a la enorme cantidad de dispositivos que
se encuentran interconectados mediante protocolos de comunicacién industrial. Sin embargo, dicha
conectividad presenta deficiencias en sistemas de control automatizados. Por lo tanto, lo que se busca
es desacoplar los planos de control y datos empleando Redes definidas por software (SDN), de esta
manera se logran cumplir los requisitos que exige la Industria 4.0, los mismos que son: confiabilidad,
escalabilidad y baja latencia. Actualmente, la Fog Computing es la tecnologia que permite brindar un

soporte de procesamiento local con una latencia aceptable para dispositivos IToT [24].

Un trabajo interesante se puede mencionar en [25], en él se describe los principales problemas
acerca de una linea de manufacturacién. Basicamente, considera que el alto nivel de variabilidad se
debe a la heterogeneidad de cada uno de los factores que se ven involucrados en un proceso industrial.
En consecuencia, ello implica que el nivel de produccién disminuya y por ende el tiempo de latencia
aumente. En la actualidad, las industrias encargadas de la produccién de semiconductores se ven mas
afectadas por dicha desventaja. Por otro lado, los autores de la referencia [26] describen un flujo de una
red IIoT orientado a la industria. Basicamente plantean un flujograma desde la recopilaciéon de datos
hasta la toma de decisiones, donde el procesamiento de los mismos juega un papel fundamental. De
esta manera, con la ayuda de un conjunto de protocolos de comunicacién se interconecta cada etapa

en funcién a las fases de la pirdmide de automatizacion.
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De acuerdo a algunos autores, Japén encabeza la lista de paises con el mayor indice de empre-
sas automatizadas, lo que implica un elevado crecimiento econémico. Segun el diario “El Espanol”,
Japén ocupa la cuarta economia mas automatizada a nivel mundial debido al elevado indice de
fabricacién de robots, aproximadamente un 56 % [27]. En Ecuador ain se ve distante el ingreso a
la Industria 4.0, por lo que, actualmente se encuentra desarrollando procesos bajo la idea de un sis-

tema mas eficiente en diferentes areas de aplicacién. A continuacién, se detalla algunos de estos trabajos.

En [5], se describe el disefio de un sistema distribuido que emplea protocolos IIoT, pero monitorizado
en tiempo real. Es decir, implementa cualquier tipo de comunicacién industrial y envia la informacién
a través de Internet para el manejo y motorizacion desde algun servidor web que almacena Node-RED
en la nube. El autor de [1] detalla un proceso de parametrizacién automética de variables de control en
un proceso de mezclado de compuestos termoplésticos. El proceso consiste en la lectura de un cédigo
de barras para configurar de manera inmediata cada una de las variables que participan en la etapa de
mezclado, de esta manera se elimina cada uno de los residuos para un posterior envio hacia un sistema
SCADA y manejo de informacién en la nube empleando el protocolo MQTT. En [9] se describe la
misma problemaética que los otros autores, con la diferencia de un controlador PID para el manejo del
caudal de un rio analizando un gran conjunto de métricas como: medicién de un sensor ultrasonico,
valor de un caudalimetro, valvula de globo que permita interrumpir el paso del caudal ante una falla

del sistema, entre otros.

De acuerdo a lo descrito anteriormente, resulta sencillo concluir que la investigacién de redes IToT
se centra en la transmisién a gran escala para adaptarse al campo de la industria. Es decir, los procesos
industriales se deben ajustar necesariamente a las variantes que presentan los sistemas de comunicacién
dentro de la linea de manufactura [28]. En este contexto, vale la pena mencionar que numerosos autores
proponen que las redes IToT deben considerar tres métricas incluidas, el tamafo, drea y gestion. No
obstante, [29] indica que esta dltima se convierte en una gran dificultad cuando la cantidad de datos
a ser tratados es sumamente grande. En consecuencia, la computacion en la nube anticuada resulta
ineficiente al momento de satisfacer las nuevas necesidades de la comunicacién IToT. Finalmente, [30]
describe un marco referente a una fabrica inteligente en funcién a la combinacién de una red industrial,

la nube y terminales de control como transportador, producto y méaquina.

1.5. Contribuciones

Actualmente, la mayoria de procesos industriales orientados al campo de la automatizacién presen-
tan paneles de control para el monitoreo y manejo total de cada etapa de la linea de producciéon. En
consecuencia, el sistema HMI implementado para ello presenta una restriccién respecto al acceso y
manejo del mismo por parte de operarios que no tiene acometida al mismo. Se sabe que escenarios
industriales fisicos, la posibilidad de que una etapa presente una falla es elevada, en consecuencia,

surge la necesidad de disenar una solucién en el beneficio de la industria.

El presente proyecto brinda la posibilidad de virtualizacién de servicios de la capa MES mediante

la implementacion de un agente detector de fallas a nivel local de la red empleando la herramienta de
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Node-RED. Es decir, se habilita la posibilidad de informar de manera general el estado de los procesos
de la industria, sin la necesidad de tener que acceder al panel de control del sistema. De igual manera,
con el objetivo de disefiar la soluciéon de manera més dindmica, el sistema incluye un bot con el cual
cada operario de la fabrica podra interactuar, para asi conocer cada uno de los aspectos més relevantes

de la produccién.
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CAPITULO

Fundamentos teoricos

En la siguiente investigacion es fundamental describir algunos conceptos fundamentales. Este
capitulo presenta los siguientes fundamentos teéricos: la industria 4.0, redes industriales, protocolos
de comunicacién industrial, modelo de manufactura integrado por computador, IIoT, entornos de

desarrollo IToT, concepto de gemelo digital y la normativa ANSI/ISA S 5.1.

2.1. La industria 4.0

2.1.1. Industria 4.0 y manufactura inteligente

El término industria 4.0 ha tomado fuerza en los tltimos anos, el cual presenta un modelo novedoso
de organizacion y control de las cadenas de produccién, a partir del ciclo de vida del producto que se
esta elaborando. La industria 4.0 no es més que la aplicacién del Internet de las cosas o Internet of
Things (IoT) en la industria, lo que ha provocado la llamada cuarta revolucién industrial, debido a su
potencial y los beneficios de la integraciéon de procesos de produccién, con un alto nivel de innovacién
y autonomia por parte de los eslabones de cada uno de los procesos productivos. La industria 4.0 ha
sido factible a partir de las tecnologias de la informacion, el intercambio de datos a gran velocidad,
sistemas cibernéticos y fisicos relacionados con el IoT [31] [32]. La figura 2.1 muestra un diagrama de

interrelaciéon entre cada uno de los componentes que conforman la industria 4.0.
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Figura 2.1: Diagrama de interconexién entre componentes de la industria 4.0

En este mismo orden de ideas, la manufactura inteligente es considerada como la capacidad de
representar de manera digital cada aspecto de la manufactura convencional, desde el diseno hasta
el proceso de de produccién, con la ayuda de distintas herramientas de software como el CIM. Este
tipo de manufactura se especializa el uso de tecnologias para la planeacién y validacién de las etapas
de fabricacion. De esta manera, se busca flexibilizar el proceso obsoleto, al mejorar la calidad del
producto y acelerar el tiempo de respuesta al mercado [33] [34]. Desde este punto de vista, los cambios
que se estan dando en el proceso de manufactura son resultado de tecnologias desarrolladas para la

digitalizacién de produccion y la automatizacion.

2.1.2. Tecnologias asociadas a la industria 4.0 y la manufactura inteligente

Dentro de las tecnologias que sustentan la industria 4.0 y la manufactura inteligente, se refieren
la simulacién, fabricacion aditiva, los sistemas de integracién horizontal y vertical, la ciberseguridad,
la realidad aumentada, el cémputo en la nube, los robots auténomos, el IIoT y el big data [35]. La
industria 4.0 posee una serie de componentes fundamentales para su desarrollo, estos componentes
giran en torno a los sistemas ciber fisicos, maquinas y productos inteligentes, pues como se menciond
anteriormente, uno de los pilares es el ciclo de vida que posee el producto fabricado para la optimizacién
del proceso productivo. El IoT y el internet de los servicios permiten que tanto los procesos fisicos

como virtuales integren cada eslabén de la cadena de produccién en las empresas [31] [32].

Mientras que, el big data, el computo en la nube y la inteligencia artificial sean facilitadores de la
industria 4.0, junto con la automatizacién industrial estdn cambiando la forma en la que los productos
se fabrican al contribuir al mejoramiento de la manufactura y a que las empresas cuenten con procesos
totalmente automatizados e interconectados, que faciliten el flujo de informacién, la descentralizacién
de la manufactura, la creacién de nuevos procesos, la toma de decisiones y un enfoque al desarrollo de

competencia [36].

2.2. Redes industriales y automatizacién

Se conoce como automatizacién al proceso de utilizar maquinaria para llevar a cabo determina-

das tareas que comunmente han sido ejecutadas por el ser humano, con la finalidad de controlar la
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secuencia de operaciones sin intervencién humana. El término automatizaciéon describe también a
aquellos sistemas no destinados a la fabricacién que son programados o pueden funcionar de forma
independiente, sin la necesidad de un operario. Existe un innumerable rango de areas en las que se
pueden aplicar procesos de automatizacion, tales como: las comunicaciones, aviacion, astronautica y
dispositivos como los equipos de conmutacién telefénica. Con la implementacién de autématas, pilotos
automaticos y sistemas automatizados de guia, se pretende controlar diversas tareas con una mayor

velocidad y precisién en comparacién con la intervencién humana [37].

Uno de los campos que se ha visto beneficiado por la automatizacién de procesos es la industria, ya
que, al reemplazar la mano de obra convencional por autématas, se ha logrado obtener una mejora
considerable en la linea de produccién. La automatizacién industrial (automatizacién; proviene del
griego antiguo auto: guiado por uno mismo) es la aplicacién de sistemas o elementos computarizados
que permiten un control de maquinaria y/o procesos que se llevan a cabo dia a dia en la industria.
El alcance y visién de los procesos automatizados va mas alld de una simple mecanizacién, puesto
que provee a los operadores una variedad de mecanismos para asistirlos en el trabajo, facilitando asi
cierto tipo de procesos que para el ser humano son complicados de realizar, como lo son los trabajos
de fuerza y movilizacién de materiales ocupados en la industria. La automatizacién ha reducido de

gran manera la intervencién de la habilidad sensorial y mental del ser humano [37].

El gran progreso de la automatizacion a través de los anos se ha visto reflejado en su maxima
expresién en el campo de la robética industrial, puesto que los robots con sus miltiples funcionalida-
des, han facilitado muchos procesos tediosos y con gran margen de error en la linea de produccion
industrial. Algunas de las ventajas de la automatizacién industrial son: la repetitividad, el control
de calidad, mayor eficiencia, integracion con sistemas empresariales, incremento de productividad y
reduccién de trabajo. Por otra parte, las desventajas que presentan son requerimientos de un gran

capital e inversion, decremento severo en la flexibilidad, y un incremento del mantenimiento y reparacién.

Pero no se puede negar que, dentro de la industria, la automatizacién se ha convertido en la herra-
mienta indispensable a la hora de mejorar la produccién, reduciendo el tiempo de fabricacién con una

simplificacién de tareas complejas y tratando de desperdiciar la menor cantidad de recursos posibles [37].

Dependiendo de las necesidades y sobre todo del capital de inversiéon que posea la empresa se

podran ejecutar distintos tipos de automatizacién, conocidos como niveles de automatizacion:

e Manual: Proceso en el cual el ser humano realiza todas las operaciones mediante el uso de
herramientas especificas dependiendo del &mbito en el que se encuentre.

e Mecanizado: Implementaciéon de maquinaria para realizar la operacion, pero controlada por el
ser humano.

e Automatizacion parcial: Es el proceso en el cual la maquina realiza diversas operaciones
en secuencia y auténomamente, pero que requiere de cierta intervencién del ser humano para
completar el proceso.

e Automatizacion total: En este nivel la maquina es la que se encarga de realizar el proceso
de principio a fin, sin la necesidad de la intervencién del ser humano. Unicamente el operador

intervendrd en procesos de supervisién y mantenimiento preventivo [38].
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Si bien la maquinaria es un pilar fundamental de la Automatizaciéon Industrial, otro de ellos
es la implementacién de redes de comunicacién para el intercambio de informacién y la correcta
sincronia entre cada eslabén del proceso de produccién, asi como el registro y control que permita
la correccién de errores y evitar el deterioro de la maquinaria con el tiempo. En los ultimos afos,
el aumento de la demanda en el campo de la automatizaciéon ha dado paso a la implementacién de
diversos tipos de comunicaciones, conexién de sensores, actuadores y equipos de control, para garan-

tizar el correcto funcionamiento entre los instrumentos de campo, el registro de control y los operadores.

Para la implementacién de una red de comunicacion industrial se necesitan equipos y herramientas
previamente programadas para trabajar de forma correcta, esto con la finalidad de llevar un registro y

control de los actuadores del sistema, lo cual servird para mejorar la calidad de los productos.

2.3. Protocolos de comunicacion industrial

En las redes de comunicacién industrial se deben seguir un conjunto de reglas, las cuales permiten
el intercambio de informacién entre los diferentes componentes del proceso de automatizacién. Este
conjunto de reglas se lo conoce como protocolo de comunicaciéon industrial, que permite enlazar
diferentes dispositivos que componen la red de comunicaciéon. Con el pasar de los afios y el avance
tecnolégico de la automatizacion los protocolos han evolucionado, con la finalidad de tener una respuesta
a las necesidades en la industria. La figura 2.2 muestra un breve esquema acerca de los protocolos de

comunicaciéon industrial mas empleados en el mercado.

Modbus-RTU

PIRIOJF]I M
BJU[S

‘#ﬂadbq:.—z
CANopen

Figura 2.2: Protocolos de comunicacion industrial empleados para proceso de automatizaciéon.

A continuacion se describe de manera breve los protocolos de comunicacién industrial més aceptados

en el mercado.

e Ethernet/IP: Es un protocolo basado en el estandar TCP/IP para la implementacién de aplica-
ciones de Automatizacién Industrial, mediante la clasificacién de nodos en base a los dispositivos

preestablecidos. Ethernet /TP aplica tecnologia tradicional mediante protocolos de transporte
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TCP, el Internet y la tecnologia de acceso y sefializacién en la interfaz de las tarjetas Ethernet.

e PROFIBUS: Se caracteriza por ser un protocolo abierto e independiente, por lo cual genera
una amplia gama de aplicaciones en procesos, fabricaciéon y automatizaciéon, debido a que no
representa a ningin proveedor. PROFIBUS posee tres versiones en cuanto a comunicaciones
se refiere, los cuales son: PROFIBUS-DB, posee una alta velocidad de transmisién al estable-
cer la comunicacion entre el controlador y los dispositivos de campo. El segundo protocolo es
PROFIBUS-PA, el cual establece una comunicacién de alta velocidad y sobre todo confiable al
momento de trabajar en ambientes expuestos a riesgos de explosion. El tercer y ultimo estandar
es PROFIBUS-FMS,; el cual establece una comunicacién a nivel de célula, cuyo objetivo principal

es el manejo de volimenes de informacién y el tiempo de respuesta [39] [40].

¢ PROFINET: Es un protocolo que combina ciertos estandares de comunicacion relacionados
a IT y el Ethernet industrial TCP/IP. Una de sus principales caracteristicas es que trabaja
en tiempo real, a partir de la comunicacién por el bus de campo procesando solicitudes que
se realizan dentro del bus. En PROFINET también existen una serie de sub protocolos con

funciones especificas:

1. PROFINET/CBA: Aplicado para entornos industriales mediante automatizacién distri-
buida.

2. PROFINET/DCP: Se lo utiliza para la configuraciéon de nombres de dispositivos y
asignacién de direcciones IP, es decir, es un protocolo basado en la capa de enlace.

3. PROFINET/PTCP: Es otro de los estdndares basado en la capa de enlace, disefiado
para sincronizar sefiales de reloj/tiempo en conjuntos de PLC’s.

4. DeviceNet: Protocolo que permite la interconexién de dispositivos de control para el inter-
cambio de informacién. DeviceNet tiene la capacidad de conectar dispositivos individuales
con el controlador de la red [39] [40].

2.3.1. Mobdus

Este protocolo ha sido disenado para poder controlar una red de dispositivos, mediante una
estructura de mensajeria, con la finalidad de establecer una conexién entre cliente y servidor de los

dispositivos. Dentro de Modbus existen dos tipos de protocolos:

2.3.1.1. Modbus TCP/IP:

Es una variante de la familia Modbus de protocolos de comunicacién simples y neutrales para la
supervisiéon y el control de equipos de automatizacién. Especificamente, cubre el uso de la mensajeria
Modbus en un entorno ‘Intranet’ o ‘Internet’ utilizando los protocolos TCP/IP. El uso mds comin de
los protocolos en este momento es para la conexiéon Ethernet de PLC’s, médulos de E/S y “puertas de
enlace” a otros buses de campo o redes de E/S simples. El protocolo estd publicando como un estdndar
de automatizacion. Sin embargo, se ha intentado aclarar qué funciones dentro de Modbus tienen valor
para la interoperabilidad de los equipos de automatizacion generales y qué partes son “equipaje” del

uso alternativo como protocolo de programacién para PLC [40].
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En Modbus, las transacciones de datos son tradicionalmente sin estado, lo que las hace altamente
resistentes a las interrupciones del ruido y, sin embargo, requieren que se mantenga una minima
informacién de recuperacién en cada extremo. Las operaciones de programacion, por otro lado, esperan
un enfoque orientado a la conexién. Modbus TCP/IP maneja ambas situaciones. Una conexién es
facilmente reconocible a nivel de protocolo, y una sola conexién puede llevar multiples transacciones
independientes. Ademds, TCP/IP permite un gran nimero de conexiones simultdneas, por lo que en la
mayoria de los casos es la eleccién del iniciador si se vuelve a conectar segiin sea necesario o se reutiliza
una conexién de larga duracién [40]. La principal razén por la que se usa el protocolo TCP/IP es
para mantener el control de una ‘transacciéon’ individual encerrdndola en una conexién que pueda ser
identificada, supervisada y cancelada sin requerir una accién especifica por parte de las aplicaciones del
cliente y del servidor. Esto le da al mecanismo una amplia tolerancia a los cambios en el rendimiento de
la red, y permite que se agreguen facilmente caracteristicas de seguridad como cortafuegos y servidores

proxy [40].

2.3.1.2. Modbus RTU

Es un protocolo de comunicaciéon punto a punto del tipo open source. Se utiliza para desarrollar la
comunicacién Multi-Master Slave / Server Client entre dispositivos inteligentes, ademés de utilizar
distintas topologias segtn la especificacion de la capa fisica; como RS-232, RS-422 o RS-485. RS-232
es una topologia duplex que transmite y recibe datos al mismo tiempo, mientras que RS-485 es una

topologia semidiplex en la que los procesos de transmisién y recepcion se llevan a cabo uno tras otro [41].

En Modbus RTU, la capa fisica es la responsable del direccionamiento de dispositivos esclavo, el
bit de inicio y de parada, el tiempo de espera y la deteccién de errores en la trama de transmisién. Por
otro lado, la capa de enlace se encarga del reconocimiento o rechazo del cédigo Cyclic Redundancy
Check (CRC). El cédigo de funcién para este protocolo es del tipo float con una longitud de 32 bits.
La figura 2.3 muestra el formato de envié de mensajes en Modbus RTU. Basicamente, los dispositivos
maestros envian consultas a los esclavos y estos envian una respuesta a la consulta en funciéon a un

codigo especifico.

Query

Y

Slave ID Slave ID

Function Code Function Code

Data Data

Error Code Error Code

.

Response

Figura 2.3: Formato de mensajes en Modbus RTU.
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Donde:

e Slave ID: Es un campo de direccién capaz de conectar hasta 256 dispositivos a la red. E1 ID de
esclavo 0 se utiliza para retransmisiones o como maestro. Por otro lado, los ID en el rango 1 a
247 se utilizan para dispositivos esclavos y las 248 a 255 para puertas de enlace.

e Function Code: Es un campo de direccién que indica el tipo de accién a ejecutarse por un
dispositivo esclavo.

e Data: Es un campo destinado al almacenamiento de informaciéon de cada uno de los dispositivos

que se encuentran conectados a la red.

2.3.2. OPC

Es un estandar que se implementa como un servidor de enlace entre diferentes softwares, para
facilitar la transmisién de datos entre si. Este protocolo estd basado en la arquitectura cliente/servidor,
donde el servidor OPC es la fuente de los datos a la cual, cualquier aplicacién que esté basada en este
protocolo puede acceder para leer o escribir en cualquier variable del servidor. Dentro de las principales
caracteristicas de OPC esta la capacidad resolutiva a problemas de interaccién entre los softwares y

autématas que son parte de la red [42].
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Figura 2.4: Red de comunicaciéon OPC.

La figura 2.4 describe la comunicacion OPC como una herramienta en la cual diferentes equipos

con protocolos de comunicacién distintos pueden realizar una transmision de datos.

Existen cuatro tipos de servidores OPC definidos por la OPC' Foundation, los mismos que son:

e Servidor OPC DA: Disenado especificamente para la transmsién de datos en tiempo real.
e Servidor OPC HDA: Basado en la especificacién de acceso a datos historizados que provee al
cliente OPC HDA.
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e Servidor OPC A&E Server: Basado en la especificacion de Alarmas y Eventos. Por lo general,
transfiere alarmas y eventos desde el dispositivo hacia el cliente OPC A&E.

e Servidor OPC UA: Basado en la especificacién de Arquitectura Unificada y en el set més
nuevo y avanzado de la OPC Foundation, permite a los servidores OPC trabajar con cualquier

tipo de datos.

En conjunto, los tres primeros tipos de servidores OPC se conocen como “Clésicos” para distinguirlos

de OPC UA que se convertira en la base de las futuras arquitecturas OPC.

2.3.2.1. OPC UA

Es un estdndar de interoperabilidad para el intercambio de informaciéon sumamente empleado en la
automatizacién industrial. OPC UA consta de 14 especificaciones principales que define la interfaz
entre clientes y servidores, incluido el acceso a datos en tiempo real. Actualmente, se ha incluido un
nuevo modelo del tipo publisher/subscriber con el propdsito de permitir la transmisién multidifusion,
y de esta manera mejorar la capacidad de adquisicién de datos en tiempo real [xx]. Bésicamente, la

tecnologia OPC UA consta de los siguientes elementos:

e Un metamodelo para definir modelos de informacion especificos.

e Un conjunto de especificaciones del protoloco de transporte, para el intercambio de informacién
entre dispositivos.

e Servidores OPC UA, que contienen el modelo de informacién relacionado con la instalaciéon en
tiempo real. El modelo de informacion comprende una estructura jerarquica compuesta por un
conjunto de nodos.

e Clientes OPC UA, encargados de la transmisiéon y recepcién de mensajes para el acceso a los

datos de los nodos en el modelo de informacién de los servidores.

La figura 2.5 muestra una diagrama béasico de la arquitectura OPC UA y como se interconecta

cada uno de los componentes descritos anteriormente.

OPC UA CLIENT

OPC UA SERVER

Metamodel

Jv Protocol Transport i Protocol Transport l

52 3
v v

v v |

| OPC UA CLIENT |

<)

Figura 2.5: Interconexién de elementos del protocolo OPC UA.
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2.4. Modelo de manufactura integrada por computador

En los procesos de automatizacién industriales, parte importante del éxito que tengan las empresas
depende de un flujo efectivo y continuo de la informacién dentro de las mismas, con la finalidad
de integrar a cada uno de los actores involucrados, por lo tanto, para lograr este objetivo se ha
implementado el modelo de pirdmide de automatizacién. La figura 2.6 muestra la estructura jerarqui-

ca del modelo de manufactura, en donde se describe de manera breve los cinco niveles de automatizacion .

= (092" 0
0 aed ‘::0\ oM\ 1ecO ac®
nfol Py
2
c\©
ae ovet®
red \“\es\

gos &
09'?
giste® ec™®! 200"
PO or®*
ae“::\ sCh°
\

0
™™
&
(s

Figura 2.6: Piramide de automatizaciéon industrial

La pirdmide de automatizacién (CIM) es una estructura conformada por sistemas de control
distribuidos que trabajan en un entorno de produccién. Esta piramide muestra la integracién de
los procesos de fabricacion con los sistemas de gestion y la comunicacion que existe entre cada uno
de los eslabones de la cadena de produccién. Si bien existen diversas variantes de la pirdmide de
automatizacién, generalmente todos coinciden en mostrar una arquitectura basada en cinco niveles
que se distinguen por sus funciones y sus segmentos de red. Para lograr una correcta integracién en
la automatizacién de los procesos los niveles de la pirdmide se comunican entre si [39] [43] [44]. Los

niveles de automatizacién son:

e Nivel 0: Nivel de campo. En el primer nivel de la piramide se incluye la adquisicion de datos
de campo o instrumentos, que se encuentran distribuidos por todo el proceso y que tienen la
funcién de controlar las maquinas y equipos que forman parte del proceso productivo o industrial.

e Nivel 1: Nivel de control. En este nivel se agrupan los controladores de equipos productivos
o industriales tales como: ordenadores, PLC’s, controladores PID, etc. Estos controladores
utilizan la informacién proporcionada por los instrumentos del nivel de campo para controlar los
actuadores de ese mismo nivel.

e Nivel 2: Nivel de supervisiéon. Para este nivel se cuenta con equipos que permiten controlar la
secuencia de fabricacién y/o produccién tales como el sistema SCADA. Otra funcién importante

de los equipos que pertenecen a este nivel es recoger y analizar los datos de la secuencia de
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produccién.

e Nivel 3: Nivel de operaciéon. Conocido también como nivel de planificacion. En este nivel se
gestiona el flujo de trabajo y la ejecucion para la produccién y optimizacion de los productos
fabricados.

e Nivel 4: Nivel de gestion. En esta etapa de la piramide se abarca todas las actividades
relacionadas con el negocio y la gestion de la empresa, comunicando a las diferentes plantas de

produccién y manteniendo una correcta relacién con los proveedores y clientes [39] [43] [44].

Un punto importante a tener en cuenta al momento de implementar un modelo de pirdmide de
automatizacion es que hasta el nivel 3, se debe gestionar en tiempo real la informacién de la cadena de
produccién. El modelo de pirdmide de automatizacion tradicional que se utilizaba antiguamente se
presentaba de manera muy rigida a nivel de instrumentos, por lo que no permitia la comunicaciéon
fluida entre cada nivel de automatizacién. En la actualidad y con la nueva industria 4.0 se precisa de
redes que permitan integrar todos los recursos de la planta de produccién, con un nivel de comunicacién

alto y procesos con mayor precisién y velocidad [39] [43] [44].

2.5. Internet industrial de las cosas

2.5.1. IIoT

El IIoT es la aplicaciéon del IoT en el sector industrial, que esta ligado directamente con el concepto
de Industria 4.0 que se centra en la optimizacién de los procesos industriales. IToT es un sistema
conformado por componentes inteligentes, tecnologias de la informacién y plataformas de cémputo en
la nube, lo que permite un almacenamiento de gran informacion, el acceso y recopilacién de datos e
intercambio de informacién en tiempo real, de forma inteligente y auténoma [45] [46]. El IToT permite
que los dispositivos tecnologicos interactiien entre ellos utilizando protocolos de Internet y el analisis
big data para la prevencién de errores, los cuales se pueden configurar de forma auténoma y que se
pueden adaptar a cambios segin las necesidades de la empresa. Es fundamental la vinculacion del
mundo fisico con el mundo digital, puesto que la conexién de dispositivos, sistemas y operador requiere
una colaboracién total para el éxito del proceso de produccion, generando ciclos de vida éptimos para

los productos fabricados [45] [46].

Para el despliegue de sistemas y servicios IIoT, se requiere un diseno de arquitectura fiable que
permita realizar operaciones de forma eficiente y efectiva, asi como la funcién de interoperabilidad
tomando en cuenta los servicios y la cantidad de partes involucradas, como lo son dispositivos
inteligentes, sistemas de comunicacién, proveedores de servicios y desarrolladores de negocios. Es por
eso que se trabaja con énfasis en el desarrollo de estandares de referencia que puedan ser adaptadas

por los diferentes interesados en este servicio [45] [46].

2.5.2. Protocolos de comunicacion en IloT

Para poner en marcha la automatizacion aplicando el IIoT se debe seguir un conjunto de reglas o
protocolos preestablecidos para una correcta comunicacién entre cada uno de los actores de las cadenas
de produccién. Para el presente proyecto se han aplicado dos protocolos para la implementacién de
IIoT, los cuales son Hypertext Transfer Protocol (HTTP) y MQTT.

Pablo Adrian Barriga Ledn 17
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

E
IRVEISON 0 DN

UNIVERSIDAD DE CUENCA Facultad de Ingenieria

2.5.2.1. HTTP

Es un protocolo cliente/servidor que sigue el esquema de peticién y respuesta. El cliente es el
encargado de realizar la peticién al enviar un mensaje con determinado formato, posteriormente el
servidor envia un mensaje de respuesta. En el entorno del IoT este protocolo se implementa con un solo
cliente en el dispositivo, por lo que solamente tiene la posibilidad de realizar peticiones a un servidor
web sin recibir peticiones de conexion ya que no posee un servidor implementado. Con este proceso se
pretende aumentar la seguridad de la red, ya que las maquinas externas no pueden conectar con los
dispositivos de la instalacién IoT. El protocolo HTTP es perfecto para ser implementado situaciones
en las que es necesario transmitir grandes cantidades de datos. La actual industria ya conoce y tiene
experiencia trabajando con el protocolo HTTP en cuanto a la configuracién de productos y dispositivos,
pero no para acceder a los datos, por lo que muchas de las empresas utilizan este protocolo para proveer
y recibir informacién. Se recomienda usar HTTP para enviar gran cantidad de informacién en lapsos
de tiempo cortos [47] [48].

2.5.2.2. MQTT

Cola de mensajes telemetria y transporte, consiste en un protocolo basado en el método publicar /-
suscribir donde el cliente se comunica de forma directa con el punto final, es decir estd basado en la
comunicacién M2M, el método publicar/suscribir envia un mensaje desde el cliente hacia otro o varios
suscriptores que reciben el mensaje. Es un protocolo simple y facil de implementar, el cual requiere de
pocos recursos en cuanto a procesamiento y ancho de banda se refiere. Asi como HTTP, MQTT es
especifica para su aplicaciéon, donde la mayoria de las implementaciones usan un formato JavaScript
Object Notation (JSON) personalizado o binario.

Como MQTT sigue el modelo publicar/suscribir los clientes no se conocen unos a otros, por
lo que cada uno de ellos solamente puede conocer la direccién y el puerto broker, lo que permite
que la comunicacién entre los clientes sea asincrona, dando lugar a una comunicacién denominada
near-realtime. El broker cumple la funciéon de redirigir los diferentes mensajes a los clientes segiin la
suscripcién de los tépicos [47] [48]. En la figura 2.7 se puede observar un esquema simple que describe

el funcionamiento de este protocolo.

-

N
MQTT

Publisher Suscriber

> MQTT broker :[ t@;‘; |

ey
Envid del mensaje que Recibe la informacion del Publiser Recibe de los mensajes
contiene la informacion de y lo reenvia al Susbriber, es decir de cada uno de los temas
cada uno de los proceso permite la conexién con el entorno al cual se encuentra
de manufactura. de desarrollo loT. suscrito
Figura 2.7: Diagrama de funcionamiento del protocolo MQTT.
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2.6. Entornos de desarrollo IIoT

2.6.0.1. Thinger.io

Thinger.io es una plataforma open source para su implementacién en la IoT, en vista de que permite
gestionar diferentes tipos de dispositivos los cuales van a estar conectados a un servidor en donde se
almacenan los datos que son enviados mediante la interconexién digital. Entre sus funciones principales

se puede mencionar:

e Almacenar y visualizar informacién recibida desde sensores: Se puede almacenar y
gestionar los datos de manera grafica para que de esta manera sea mas sencillo interpretar estos
y poder generar informes.

e Enviar informacion o instrucciones a dispositivos: Permite enviar informacién desde la
plataforma hacia los dispositivos para poder conectarlos de manera remota.

e Interactuar con aplicaciones como IFTTT: Existen extensiones o endpoints que facilitan

las conexiones con servicios de almacenamiento como Google, Dropbox y deméds [49].

2.6.0.2. AWS

Amazon Web Services es un conjunto de herramientas de cloud computing que engloba una gran
cantidad de servicios que permiten gestionar almacenamiento de datos, instancias virtuales, desarrollo
de aplicaciones méviles y demds. Amazon ha sido una de las plataformas de mas fidelidad debido a
que sus servicios son usados por grandes empresas como Netflix, NASA, CIA, etc, todo esto debido al
gran abanico de herramientas disponibles [50]. Algunas de las herramientas que ofrece Amazon Web

Services son:

e Cloud computing: Creacion de instancias para el almacenamiento y escalamiento de estas.

e Bases de datos: Diferentes tipos de bases de datos para el almacenamiento de la informacién,
bases de datos como MySQL, DynamoDB, SQL Server, etc.

e Aplicaciones empresariales: Amazon web services ofrece un servicio de correo empresarial,
en el cual se pueden trabajar conjuntamente con otros servicios como son Amazon Workdocs y
Amazon Workspaces.

e Internet de las cosas: Permite establecer conexiones con diferentes tipos de dispositivos
conectados a internet para a posterior poder analizar los datos que envian estos.

e Herramienta de desarrolladores: Es una herramienta que permite a los desarrolladores y
programadores almacenar codigo para poder implementarlo de manera automética y poder luego

de esto publicarlo [50].

2.7. Gemelo Digital

Un gemelo digital puede definirse como la representacion digital de un producto, servicio o proceso.
Su finalidad consiste en conseguir un entorno digital que represente una realidad fisica y permita
la toma de decisiones para mejorar la eficiencia, productividad y competitividad de una fabrica. En
este contexto, resulta importante mencionar que los gemelos digitales no deben ser entendidos como

modelos aislados. Una de sus principales ventajas es la prediccién de un entorno virtual, de esta manera
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se logra un ahorro de costes y tiempo, lo que se traduce a una mayor eficiencia, productividad, calidad
y beneficios econémicos. Por otro lado, si se introducen cambios o fallas relevantes en el sistemas, el

gemelo logra adelantarse a posibles accidentes.

Un gemelo digital puede ser aplicado en una planta, creando una copia perfecta de lo que pueda
suceder en la realidad, de esta manera, es posible analizar casos y retornar los resultados al mundo
fisico. Independientemente del caso que se desee representar, el gemelo siempre se implementa a partir
de cuatro niveles: nivel de sensor, nivel de dispositivo, nivel de control y nivel de aplicacién empresarial.
Para su implementacién es necesario una plataforma tecnolédgica, en la que se pueda identificar las

siguientes caracteristicas [51]:

e Almacenamiento basado en tecnologias big data.
Soporte OPC-UA / MQTT.

Integrable a plataformas de capturas de datos.

Almacenamiento de toda la informacién en base a modelos normalizados basados en estdndar de
la ndustria (ISA95).

Permitir la conexion con sistemas MES y ERP para integrar procesos productivos.

2.8. Normativa ANSI/ISA S5.1

El estdndar ANSI/ISA S5.1 es uno de los estdndares de la ISA més utilizado durante la ingenieria
de disefio de plantas quimicas en la realizaciéon de planos y documentos; por ejemplo, en diagrama
de tuberfa e instrumentacién (DTI); en indice de instrumentos; en diagramas de lazo; en el disefio
de graficos dindmicos para el monitoreo y control digital de los sistemas distribuidos, y sobre todo
en sistemas de seguridad (PLC), que va de la mano con Ciberseguridad, etc. En él se establecen los
lineamientos para representar e identificar los instrumentos o dispositivos y sus funciones inherentes,

sistemas y funciones de instrumentacién, asi como su representaciéon grafica. [52].

2.8.1. Identificacién de la instrumentacién

La identificacién de un instrumento es una combinacion de literales y nimeros en donde a cada
instrumento o funcién se le designa un cédigo alfanumérico o niimero de identificacién, de tal manera
que de izquierda a derecha se tienen las literales y enseguida la numeracién designada. La figura 2.8

muestra la identificacién de un proceso de un indicador de visualizaciéon de nivel.

Identificacion funcional Identificacién de lazo

Figura 2.8: Identificacién de un indicador de visualizacién de nivel .

El estandar presenta una tabla con distintos cddigos para la identificacién de algunos procesos. Sin
embargo, este punto no pertenece a los objetivos del presenta trabajo, por lo que se deja a disposicién

del lector un referencia en la cual podréd informase mas al respecto.
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2.8.2. Numeracion de los instrumentos

El estandar especifica que para la identificacién numérica de los instrumentos pertenecientes a un
lazo de control es conveniente que la instrumentacién asociada a ese lazo (abierto o cerrado) tenga esa
misma numeracion, es decir si en el lazo existe una valvula de control de presiéon con identificacién
PV-105, la instrumentacion asociada deberd tener la numeracion 105, por ejemplo el transmisor, el

controlador y el indicador de presién local [52].
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CAPITULO

Diseino de planta productora de zumo de naranja e im-
plementacion de proceso de automatizacion y protocolos

de comunicacion heterogéneos

Este capitulo describe la implementaciéon del modelo de la pirdmide de automatizacion, la misma
que serd utilizada para el desarrollo de la planta. Para esto se especifican los procesos y subprocesos
que se desarrollan en cada una de las capas por las cuales estda conformado toda la linea de produccién
de la planta. Adicionalmente se presenta la manera en la que fueron implementados los protocolos de
comunicacion usados para el envio de informacién a la nube como para la comunicaciéon interna de la

planta y middleware.

3.1. Descripciéon del modelado de la planta de produccion

Existen varios procesos que han sido industrializados con el paso de los anos, todo esto debido al
gran desarrollo de la tecnologia. La mayoria de productos para consumo humano en la actualidad son
producidos con la ayuda de una fabrica que ha sido automatizada con el objetivo de aumentar sus
niveles de produccién para asi poder cubrir las necesidades del mercado. No solamente las grandes
empresas han visto la necesidad de implementar una linea de produccién, sino que también pequenas
empresas ahora emplean este tipo de tecnologias para asi poder estar en un nivel competitivo con las
grandes empresas.

Para el caso de estudio presente se analizo6 la linea de produccién de zumo de naranja, este proceso
comienza desde la siembra y cosecha del producto. Ademds del proceso de transporte en furgones
refrigerados que van a permitir que se mantenga la temperatura del producto para asi evitar que se
dane. Lo que se emula dentro de la planta es el proceso posterior a la llegada de la naranja, es asi que

los procesos realizados constan de cuatro etapas fundamentales que son:

e 1.- Llegado y limpieza primaria: El producto serad trasladado mediante bandas transporta-

doras hacia una zona de lavado de rodillos giratorios y mangueras.
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e 2.- Selecciéon y limpieza secundaria: Una vez culminado el proceso de lavado, se procede a
seleccionar cada una de las naranjas en funcién a su tamaino (grande, mediana y pequefia) con

ayuda de un sensor 6ptico.

e 3.- Exprimido y mezclado: Una vez finalizado el proceso de seleccion, cada uno de los pro-
ductos primarios se dirigen hacia trituradores donde las naranjas son exprimidas y su jugo es
vertido en tanques de mezclado. Un controlador accionard distintas vélvulas de llenado y vaciado,

en funcién a un nivel instrumentado por un sensor.

e 4.- Embotellado y empaquetado: En esta ultima secciéon se embotella y empaqueta el pro-

ducto y de manera similar a la fase 2, se clasifican cada una de las cajas de acuerdo a su tamafio.

La figura 3.1 muestra el modelo de la planta en 3D realizado dentro de Factory I/0O, en donde se

aprecia cada uno de los procesos descritos.

Figura 3.1: Modelado de la planta de produccién de zumo de naranja

3.2. Diagrama de instrumentacion

Todo proceso industrial necesita ser esquematizado mediante un diagrama de instrumentacion. De
esta forma, facilita al lector acerca de la distribuciéon y conexién de cada uno de los componentes que se
ven involucrados en el proceso de automatizacién industrial. Actualmente, existen numerosos estandares
para nombrar e identificar los instrumentos que interviene en la linea de manufacturacion. En este
trabajo se usa la norma ISA/ANSI 5.1, en vista de que presenta un gran ntimero de herramientas
para el entendimiento e identificacién de la instrumentacion a cualquier nivel. La figura 3.2 muestra el

diagrama de instrumentacién de la planta de produccién de zumo de naranja.
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Figura 3.2: Diagrama de instrumentacién del proceso de manufactura
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El proceso industrial que se describird mas adelante, emplea una gran cantidad de maquinaria para
cada una de las etapas. En consecuencia, en las tablas 3.1 y 3.2 se detalla la categoria, descripcion y

simbologia de cada uno de ellos.

Tabla 3.1: Simbologia de instrumentacién - Parte I.

Simbologia de instrumentacién

Categoria Descripcién Simbologia

State Sensor (YE) montando en

Elementos primarios campo

Level Viewing Device (LG) mon-

tando en campo

Motor montando en campo

) , Flow Valve Control (FVC)
Diagramas de tuberias e

H- %0006

instrumentacion
Tanque de almacenamiento
Actuadores Pressure Burner (PB)
Control compartido Control Station (LK)-Ubicacién
accesible normalmente al opera- LK
dor.
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Tabla 3.2: Simbologia de instrumentacion - Parte I1.

Simbologia de instrumentaciéon

Categoria

Descripcion

Simbologia

Controlador 16gico progra-

mable

Level Control (LC)-Ubicacién ac-

cesible normalmente al operador.

PlI|D

Componentes adicionales

Banda transportadora con rodi-

llos giratorios.

Banda transportadora lisa

Exprimidor de naranjas indus-

trial

Clasificador a presiéon

N i )
o mmo)
&
()
=)

Empaquetador de jugo de naranja

3.3. Descripciéon de la arquitectura

El sistema estd integrado por cuatro capas mencionadas anteriormente. Cada una de éstas realiza

un proceso para la estructuracion de la planta de produccién de jugo de naranja. La capa base es la que

se encarga de la simulacion, la segunda se hara cargo del control, la tercera capa de la supervisiéon y la

ultima capa es en donde se va a tener los datos de la planta almacenados en dos nubes de informacién

como es Thinger.io y Amazon Web Service (AWS). La figura 3.3 muestra el modelo de la pirdmide y las

herramientas usadas para su implementacién, asi como los protocolos de comunicaciéon implementados.

Pablo Adrian Barriga Leén
Marcos Lenin Villarreal Esquivel

26


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

- o~

£

UNIVERSIDAD DE CUENCA Facultad de Ingenieria

il | thinger.io

~— platform
Cuarta capa o nivel de planificacion Thinger 10-AWS: Comunicacién con la nube
Plataforma |oT para el <5
almacenamiento y manejo de
datos en la planta. MQTT
LabVIEW: Disefio del sistema HMI/SCADA. D%
Tercera capa o nivel de supervision Node-RED Middleware

Node-RED: Creacion del dashboard para el manejo de
la planta de forma loca

2 PLCSIM: Emula un PLC Siemens, a través del cual se establece la
Segunda capa o nivel de:control comunicacion con FACTORY /0.
TIA PORTAL V16: Software para realizar la programacién del PLC para el control SIM V 6
de la planta.

FACTORY 1/O: Simulacién de la planta de produccién de zumo de naranja. Este nivel
se centra en definir de manera ta cada estacion de la linea de pr ion y cada
una de sus respecti her i (motores, , tanques de lado,etc)

Primera capa o nivel de campo

Figura 3.3: Pirdmide de automatizacion para el proceso de manufactura de zumo de naranja.

3.3.1. Primera capa

La primera capa o nivel de campo, permite la interaccién entre los dispositivos fisicos de la fabrica
como motores, bandas, sensores y actuadores. Para la simulacién de este nivel se usé el software Factory

1/0.

3.3.2. Segunda capa

La segunda capa o nivel de control, permite el uso de dispositivos encargados del control de la
linea de manufactura, es decir el PLC. Como se trata de un ambiente simulado, se necesita de una
herramienta que emule el dispositivo dentro del ordenador, para ello, se empleé el software PLCSIM.
Posteriormente, se procede a enlazar los respectivos puertos a través de los drivers de Factory 1/0, con
el objetivo de automatizar la factoria virtual a través del PLC del software PLCSIM. La programacién
del PLC se desarrolla utilizando programacién en escaleras (ladder diagram) en combinacién con

programacién estructura (ST) en el ambiente TTA Portal version 16.

3.3.2.1. Configuracién de drivers dentro de Factory 1/0

Existen cuatro etapas de proceso dentro de la planta, que se gestionan de manera independiente
en bloques de programaciéon y luego se integran a un solo programa. De esta manera se obtiene la

automatizacion de todos los procesos.

Al momento de escoger el driver en Factory I/O se debe seleccionar el driver Siemens S7-PLCSIM,
que se enlaza con el emulador del PLC. La figura 3.4 muestra la configuracion realizada para el driver
dentro de Factory I/O. El PLC seleccionado corresponde al modelo Siemens S7-1200, el mismo que
gracias a sus caracteristicas de procesamiento es adecuado para la implementacién de los procesos

involucrados en la planta.
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< CONFIGURATION

[] Autoconnect

Advantech USB 4704 & USB 4750
Model

Allen-Bradley Logix5000 S§7-1200 v

Allen-Bradley Micro800

Allen-Bradley MicroLogix

Numerical Data Type

DWORD v

Allen-Bradley SLC 5/05
Automgen Server
Control I/0

MHJ

Modbus TCP/IP Client Bool Inputs

Modbus TCP/IP Server Bool Outputs

OPC Client DA/UA
DWORD Inputs

Siemens LOGO!
DWORD Outputs

Siemens §7-200/300/400

Siemens 57-1200/1500

Siemens S7-PLCSIM

Figura 3.4: Configuracién del driver Siemens S7-PLCSIM

3.3.2.2. Criterios de automatizacién de la planta dentro de TIA PORTAL V16.

La automatizacién y control de procesos emulados dentro de Factory I/O son programados dentro
de TTA PORTAL V16. En las etapas de transporte, seleccién y lavado estdan involucrados motores,
bandas, actuadores y sensores los cuales envian informacién hacia el PLC para su control. En la etapa
de exprimido y mezclado se implementa un sistema multitanque controlado por un PID logrando la

estabilizacion del llenado de tanques.

Proceso 1: Llegado y limpieza primaria

El primer proceso esta conformado por tres bandas lineales y una banda tipo codo, la figura 3.5
muestra la configuracién de bandas descrita. Para la programacién de este proceso Unicamente se
accionaron los motores de cada una de las bandas y fueron controlados con pulsantes, los mismos que

se encuentran ubicados dentro del panel de control de la planta.
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Figura 3.5: Disefio del primer proceso dentro de Factory I/0.

La programacién del accionamiento de los motores del primer proceso dentro de TIA PORTAL se
muestra en la figura 3.6, TTA PORTAL V16 permite la programaciéon en un ambiente grafico de tipo

escalera.

Inicio de motores del proceso 1

wo.o %0106 %0Q10.5 %0Q10.0
*StartProceso 1*  “Indicador offP1*  “Indicador on P1* “Motor 1 P1*

¥ ("} {s) {s —

%Q10.1
"Motor 2 P1*

{s )—

%0Q10.2
“Motor 3 P1*

{s )——

%0103
"Motor 4 P1"

{s }——

Figura 3.6: Programacion de start del primer proceso dentro de TTA PORTAL.

Cada uno de los actuadores estan etiquetados con una variable de entrada y una de salida. Este
etiquetado se realiza para todos los actuadores dentro de la pestafia “Variables PLC”. La figura 3.7
muestra las variables que han sido etiquetadas para todo el proceso de automatizacién de la planta.
Sean espacios de memoria o actuadores deben de estar correctamente etiquetados para que se pueda
trabajar con cada una de ellas. Los sensores y actuadores deben de estar marcados con las mismas
direcciones que en el software Factory I/O, para que estos actiien con normalidad y se pueda controlar
a través del PLC, caso contrario, los actuadores y sensores no van a recibir ningin tipo de datos desde

la plataforma. La figura 3.8 muestra la asignacién de variables dentro de Factory I/0.
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FEBDER TR S
Variables PLC
Nombre Tabla de variables Tipo de datos Direccién Rema... Acces... Escrib... Visibl...

1 -a Start Proceso 1 Standardariablen... Bool %110.0 =) =] =]
2 €@  StartProceso2 Standard-Variablen... Bool %110.1 =) ™~ =)
3 4@ StopProcesol StandardVariablen... Bool %110.2 =] 1= =
- a Stop Proceso 2 Standard-Variablen... Bool %110.3 =) 1= =
5 <a Emergency Stop 1 Standard-Variablen... Bool %I110.4 IE g El
6 a Emergency Stop 2 Standard-Variablen... Bool %110.5 = =2 =
7 - Emergency Stop 3 Standard-Variablen... Bool %I10.6 B @ @
& @ Motor1Pl Standard¥ariablen... Bool %Q10.0 - =] M
9 4@  Motor2P1 Standard-Variablen... Bool %Q10.1 =) =] =
10 4 Motor 3 P1 Standard-Variablen... Bool %Q10.2 =] = =]
11 @ Motord Pl standardVariablen... Bool %Q10.3 ] (=] =]
12 @ Sirena Standard-Variablen... Bool %Q10.4 = ~ =]
13 4 Memoria Sirenas Standard-vVariablen... Bool %M10.0 = =] =
14 4@ Indicador on P1 Standard-variablen... Bool %Q10.5 = =] =
i5 @ Indicador off P1 Standard-Variablen... Bool %Q10.6 g g a
16 4@ Sensor 1 P2 Standard-Variablen... Bool %110.7 @ 9 g
17 @ Sensor2 P2 Standard-Variablen... Bool %I11.0 ’E a E
18 4@ Motar 1 P2 Standard-Variab..[~] Bool | %q10.7 [+ =) =] =
19 @ Motor2P2 standard-Variablen... Bool %Q11.0 =] =] =]
20 @ Motor 3 P2 Standard-Variablen... Bool %®Q11.1 g g @
21 @ Metor 4 P2 Standard-Variablen... Bool %Q11.2 ™ =] =]
2 a Motor 5 P2 Standard-Variablen... Bool %Q11.3 ] =] =]
23 4@ Motor6P2 standard-ariablen... Bool %Q11.4 = ~ =
24 @ Motor7P2 standardariablen.. Bool %Q11.5 ™~ - =]
L Matar 8 P Standardiiariahlan  Ranl wni1 A = = =

Figura 3.7: Tabla de etiquetas de variables en TIA PORTAL

%110.0
%1101
%1102
%1103
%110.4
%110.5
%110.6
%1107
%I11.0
%1111
%111.2
%1113
%I11.4
%I11.5
%I11.6
%I11.7

%Q10.0
%Q10.1

%Q10.2

%Q10.3

%Q104 || Sirena
%Q10.5
%Q10.6
%Q10.7
%Q11.0
%Q11.1
%Q112
%Q11.3
%Q11.4
%Q11.5
%Q11.6
%Q11.7
%120 %Q12.0
%M2.1 %Q12.1
%122 %Q12
%123 23
%24 %Q12.4
%125
%126
%27
%130

%0131
%132
%133
%34
%0135
%ID30 (REAL)
%ID34 (REAL)
%ID38 (REAL)
%ID42 (REAL)
%ID46 (REAL)
%ID50 (REAL)
%ID54

Start Proceso 1

Indica

Infic

o Empaquetade
Sensor caja gran
Caja transfer Pusher 1 P2

Pusher 2 P2

Caja transferida pec

%Q12.6
%Q12.7
%Q13.0
%Q13.1
%Q13.2
%Q13.3
%Q13.4
%Q13.5
%Q13.6
%Q13.7
%Q14.0
%Q14.1
%Q14.2
%Q14.3
%Q14.4

Level meter 1 in Transfer lzquierda
meter 1
Setpoint 1
meter 2
w metter 2

Setpoint 2

Figura 3.8: Tabla de etiquetas de variables en Factory I/O
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Proceso 2: Llegado y limpieza primaria

El segundo proceso de la planta estd conformado por dos bandas principales méas tres bandas
que se encuentran ubicadas de manera perpendicular a la banda principal, la figura 3.9 muestra la
configuracién de bandas para el segundo proceso . Este proceso se encarga del transporte de las naranjas
va seleccionadas las cuales son transportadas a través de un pusher mecénico se acciona de acuerdo a

la l6gica de un sensor éptico.

Figura 3.9: Disefio del segundo proceso dentro de Factory I/0.

Proceso 3: Exprimido y mezclado

El tercer proceso estd conformado por dos tanques que emulan el proceso de exprimido y mezclado
de liquidos para la produccién de zumo de naranja. La figura 3.10 muestra el sistema multitanque
implementado en la planta el cual tiene dos valvulas de llenado y dos de vaciado. Para controlar los
procesos de los tanques se opté por implementar un controlador PID. De esta manera se mantiene

bajo control el nivel de referencia asegurando que se encuentre en los limites de funcionamiento.
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Figura 3.10: Disefio del tercer proceso dentro de Factory 1/0.

Al momento que un setpoint es registrado, éste pasa por un proceso de normalizacién cuya salida
es un valor comprendido entre el rango de 0 a 300. Este valor hace referencia a la capacidad maxima
del tanque en litros. De igual manera el sensor de nivel dentro de los tanques pasa por un proceso de
normalizacion el cual permite controlar el nivel hasta el valor limite detallado anteriormente. La figura
3.11 muestra un diagrama de flujo el cual detalla el proceso de normalizacién de las dos variables de

control para los tanques.

Entrada del valor de Procass de escalamients Valor de setpoint a ingresar

setpoint desde la planta Proceso de normalizacién del valor de SP en un Conversion de variable dentro del bloque PID COMPACT
—b del valor de SP en un rango de valores de 0 a 300 de real a doble entero —>
rango de valores de 0 a 10 para ajustar a los valores para el ingreso al PID

reales del tanque

Entrada del valor del

= . Valor de nivel de tanque a ingresar
nivel de tanque desde Proceso de escalamiento
la planta 9 Proceso de normalizacién del valor de LM en un Conversion de variable dentro del bloque PID COMPACT
——— P delvalorde LMenun rango de valores de 0 a 300 de real a doble entero
rango de valores de 0 a 10 para ajustar a los valores para el ingreso al PID

reales del tanque

Figura 3.11: Normalizacién y conversiéon de variables para el control de los tanques

Luego de que hayan sido normalizadas las dos variables, éstas ingresan dentro del bloque PID
Compact, el mismo que realiza la funcionalidad del controlador PID. Una vez se tenga la salida del
PID se debe pasar esta variable por un proceso de normalizacién, ya que dentro del Factory I/0 el
valor maximo de salida de las valvulas de agua es 10. La figura 3.12 muestra un diagrama de bloques
en el cual se detalla el ingreso de variables y el proceso de normalizacién de la salida del PID para el
control de los tanques en la planta. Para del controlador se realizé una configuracién manual, mediante
una metodologia de prueba y error, hasta que los valores de salida sean exactos a los valores de la
planta. De esta manera, se programa un proceso de control eficiente. La misma metodologia se repite

para el segundo tanque.

Pablo Adrian Barriga Leén 32
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

UNIVERSIDAD DE CUENCA

Facultad de Ingenieria

Valor de setpoint a ingresar
dentro del bloque PID COMPACT

SP

Input

Valor de nivel de tanque a ingresar 1
dentro del bloque PID COMPACT

Bloque PID COMPACT
Bloque regulador que opera
con los valores de SPy LM
para lograr la estabilizacion
dentro de los tanques.

Salida control
PID

Figura 3.12: Operacién del bloque PID COMPACT.

Proceso 4: Embotellado y Empaquetado

Proceso de normalizacién
del valor de salida en un
rango de valores de 0 a
27648

Valor de salida para control

Proceso de escalamiento
del valor de salida en un
rango de valoresde 0a 10

de vélvula de lienado y vaciado
en planta

— 5

Para el proceso 4 se opté por el uso de bandas al igual que la primera etapa. El proceso de

embotellado consta de 2 bandas, junto con una banda codo por la cual circulan las piezas de metal que

emulan las botellas. La figura 3.13 muestra la configuraciéon de bandas para el proceso de embotellado.

Para la programacion de este proceso unicamente es necesario la activacion de los actuadores para que

los motores se accionen.

Figura 3.13: Disefio del proceso de embotellado dentro de Factory 1/0.

Para la dltima parte de la linea de produccién se optd por el uso de bandas y sensores para el

conteo y clasificacion de cajas acuerdo a su tamano. La figura 3.14 muestra la estructura que se diseid

para el proceso de clasificacion de cajas.
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Figura 3.14: Diseno del proceso de empaquetado dentro de Factory 1/0.

Para la programacién de este proceso se opté por el uso de sensores para la clasificaciéon y conteo
de las cajas. Una vez que el sensor detecta una caja de tamafio grande se procede a la detencion
de los motores, a excepcién del motor de la banda de transferencia, debido a que de esta manera la
caja se traslada a su banda correspondiente. Una vez que la caja pasa por un sensor de detecciéon de
movimiento los motores de las bandas se vuelven a accionar para que la siguiente caja sea clasificada.
Para el caso de las cajas de tamano pequeno tnicamente las bandas siguen su proceso normal asi
clasificandolas al final de la banda. La figura 3.15 muestra el diagrama de bloques implementado en
TTA PORTAL V16 para el proceso de empaquetado.

Envio de sefal para Envio de sefal para
la activacion del segundo la activacion de los
temporizador. motores

Envio de la sefial

Sensor optico para la

on de cajas de
tamafio grande

Temporizador tipo TP,
seteado a 25 segundos
para la operacion normal
de la banda principal de
tranferencia

Temporizador tipo TON,
seteado a 1.15 segundos

para la op ion de la
banda de transferencia
horizontal

Activacion del motor de
labanda de transferencia
principal y de la banda
horizontal

Envio de la sefial

Sensor éptico parala [ | _
deteccion de la llegada de .

—P cajas de tamafio grande al de la banda de transferencia
final de la linea de transferencia horizontal

Figura 3.15: Diagrama de bloques de la programacién del proceso de empaquetado dentro de Factory

1/0.

3.3.3. Tercera capa

La tercera capa corresponde a los sistemas de supervisién, control y adquisicién de datos. Para este
nivel se optd por el uso de los softwares LabVIEW y Node-RED. Esta capa estd enlazada a través del
middleware de la planta en el cual se ejecuta el protocolo de comunicacion OPC con la ayuda de las
herramientas NI OPC SERVERS y NettoPLCSim. Estos permiten la ejecucién de un servidor, que

realiza la lectura y adquisicion de las variables y los datos desde el PLC.

Pablo Adrian Barriga Leén 34
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

% UNIVERSIDAD DE CUENCA

3.3.3.1. Creacion de servidor OPC y enlace de cliente

Facultad de Ingenieria

La capa que permite la adquisiciéon de los datos es conocida como middleware, en esta capa se
implementé el protocolo de comunicacién OPC, que fue descrito con anterioridad en este documento.

Este servidor permite que todos los datos que estédn en el PLC sean extraidos para realizar su monito-
rizacién y manipulacion.

Para la creacién del servidor se usé la herramienta NetToPLCsim. Dentro del programa se deben
asignar direcciones IP para la creacién del servidor. La figura 3.16 muestra la configuracién del servidor
OPC. Existen dos direcciones IP las cuales deben de ser asignadas, la primera es la direccién del PLC
y la segunda es donde se ejecuta el servidor.

Station x

Station Data

Name PLC#001
Network IP Address 192.168.1.9
Plcsim IP Address 192.168.0.1

Plesim Rack / Slot 0 v|/ |2

(] Enable TSAP check

Posttion of CPU

- 57-300: Always 0/2

- §7-400: 0/2 or from HWKonfig
- 57-1200/1500: Always 01

e

Figura 3.16: Asignacién de direcciones para el servidor OPC.

La direccién del PLC es asignada por defecto dentro de TIA PORTAL. En este caso la herramienta
arroja la direccién 192.168.0.1, la figura 3.17 muestra la ejecucién del PLC dentro del software PLCSIM.

La direccién de donde va a estar alojado el servidor OPC varia dependiendo de la red a la que se
encuentra conectado el computador.

FLL Siemens

PLC_1 [CPU 1211C DODCIDC] g
SIEMENS

RUN

RUN / STOP STOP

I ERROR
B MAINT PAUSE

MRES

192.168.0.1

<Ningun proyecto>

Figura 3.17: Emulacién del PLC dentro del servidor

Cuando el servidor se ejecuta con normalidad se establece una conexién entre el cliente y el servidor

para obtener los datos que estan en el mismo. Para ello, se usé el software NI OPC Servers, y se cred
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un nuevo dispositivo con el nombre de "Tesis". En la creacién del dispositivo se debe de asignar su
respectivo modelo y la direccién a la que se suscribe. La figura 3.18 muestra el proceso de creacion y

suscripcién de un nuevo dispositivo dentro de NI OPC Servers.

Device Properties *
Database Creation Communication Parameters
57 Comm. Parameters Addressing Options Tag Import
General Scan Mode Timing Auto-Demation
Channel Assignment
Name: Tesis

Driver: Siemens TCP/IP Ethemet

Device

Name: |S?r12{}ﬂ |

Model: $7-1200 v
ID: |192_1ss_1_31 |

Enable data collection ] Simulate Device

Cancelar Aplicar Ayuda

Figura 3.18: Asignacién de direccién IP para la suscripcion al servidor OPC.

Una vez creado el dispositivo se deben etiquetar las variables para su supervisién. La direccién de
las variables son las mismas que fueron asignadas con anterioridad dentro de TTA PORTAL y Factory
I/0. Una vez creada cada una de las etiquetas se puede comprobar que la lectura de las variables sea
correcta. Para ello, se usa la herramienta OPC Quick Client que permite observar el estado y el valor
de las variables que fueron ingresadas para su lectura. La figura 3.19 muestra la lectura en tiempo real

de las variables que fueron ingresadas para la supervision.

E‘ OPC Quick Client - Sin titulo * i m]
File Edit View Tools Help
DE M e sBRX

-+ National Instruments NIOPCServers V5 ftem 1D | Data Type | Value | Timestamp | Quality | Update Count
3 _System @ Tesis 57-1200._Rack Byte 0 152316375 Good 1
(3 Tesis._Statistics @ Tesis. 57-1200,_Slot Byte 1 15:23:16.375 Good 1
X Tesis_System @ Tesis 57-1200 Emergency Stop 1 Boolean 0 15:23:16.385 Good 1
- e e @ Tesis 571200 Emergency Stop 2 Boolean 0 152316385 Good 1
& Teslst?-WZOD._Sysem D Tesis.57-1200.Emergency Stop 3 Boolean 0 15:23:16.385 Good 1
= €3 Tesis 57-1200.Motor 1 P1 Boolean [1] 15:23:16.385 Good 1
€3 Tesis . 57-1200.Motor 1 P2 Boolean 0 15:23:16.385 Good 1
€D Tesis. 57-1200.Motor 1 P3 Boolean 0 15:23:16.385 Good 1
€3 Tesis.57-1200.Motor 1 P4 Boolean 1] 15:23:16.385 Good 1
€ Tesis.57-1200.Motor 2 P1 Boolean 0 15:23:16.385 Good 1
= > | Tase §7.1900 Mator 21 P1 Ronlean 0 157216 188 Gand 1
Date | Time | Event
0 117272021 15:23:16 Added 21 temsto gr...

Figura 3.19: Software OPC Quick Client usado para la supervisién de variables.

3.3.3.2. Disefno e implementacién del sistema HMI / SCADA

Para la implementacién del sistema HMI/SCADA se utilizé el software LabVIEW. Dentro de la
herramienta se crea una nueva instancia I/O, en donde se encuentran alojadas todas las variables del
servidor. Posteriormente, se ingresa cada una de las variables dentro de LabVIEW para manipularlas

e inmediatamente se ingresa al panel Create Bound Variables, el cual permite la importacién de las
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variables que se necesite dentro del sistema.

Luego de que se hayan ingresado todas las variables se procede a realizar el diseno del HMI desde
un VI el cual va a permitir el control de la planta, el estado de los tanques y los procesos sin necesidad
de ingresar a Factory 1/0. La figura 3.20 muestra la implementacién de un layout dentro del sistema
HMI/SCADA con el cual se tiene una visualizacién completa del sistema y conocimiento del estado de
cada una de las etapas de la planta, ademas dentro del panel se puede observar indicadores de alarmas
lo cual es importante para los operarios. Asi al momento que se accione una alarma dentro de la planta

los operarios van a poder dirigirse hacia la seccién en donde ocurrié la falla.

Alarmas de fallas en el sistema Agente detector de fallas
CONTROL Y MONITORIZACION DE PLANTA DE PRODUCCION DE JUGO DE NARANJA Etopal Etapa2 Ftapad  Etapas _
SCHEMATIC SCREEN | CONTROL ETAPA 1/ ETAPA 2 | 'CONTROL ETAPA 3: TANQUES I CONTROL ETAPA 4/ ETAPA S |
Visualizador de controles PID en Tanques. Etapa 1: Lavad 2: Seleccion de ‘Etapa 3: Tanques|
Control PID 1 LEVEL TANK1 LEVEL TANK 2
s P G S S
Py S
20- e —— sl o) — =
o 200- ) @ 4
i B B e —
1= 1305 P — ar @ i — m 2 Elllov
B &
o- ! 2l ° |
1023
Tiempo
Control PID tanque 2
ol SRR Etapa 5: Empaguetado)
}m_
> >
150 = [
fro = B B B
' 2 @ =
2 @ ° [ R ————
0 " *]
0 1023
- °

Figura 3.20: Disefio del HMI dentro de LabVIEW.

3.3.3.3. Lectura de variables y creacién del dashboard en Node-RED

Node-RED es una herramienta de programaciéon visual en donde se pueden anadir nodos de
diferentes tipos de extensiones para asi poder conectar dispositivos de hardware, API’s y servicios de
Internet. Todos estos tipos de extensiones y diversos nodos que estan a disposiciéon dentro de Node-RED
permite que sean una herramienta dedicada para el uso dentro de la IToT [53]. La funcionalidad de esta
herramienta reacae en la facilidad del envié de informacién a la nube. Ademas de la implementacién de
un dashboard para el monitoreo local de la planta. Como se menciond anteriormente, el protocolo de
comunicaciéon OPC permite obtener los datos desde el PLC, con el objetivo de controlar el conjunto de
variables para la comunicacién con la nube. Para ello, se procede con la instalacién del nodo Siemens.
La figura 3.21 muestra la configuracién del nodo de Siemens dentro de Node-RED en donde se asigna

la direccién del servidor OPC para la obtencién de datos.
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Edit 7 in node > Edit s7 endpoint node

Delete

£+ Properties

Connection

& Transport
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3= Mode
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£ Cycle time

O Timeout

¥ Name

Variables
Ethemet (ISO-on-TCP) ~
192.168.0.109
Rack/Slot =
0 Slot | 2
1000  ms
1500 . ms
Tanque 1

Cancel

Port| 102

Update

e

Figura 3.21: Configuraciéon del nodo PLC dentro de Node-RED.

Para la lectura de las variables dentro de Node-RED es necesario la creaciéon de un bloque de

datos en TIA PORTAL, ya que, al momento del direccionamiento de las mismas resulta indispensable

especificar el bloque de datos y tipo de variable al que pertenece cada uno de los datos que van a ser

leidos. Las figuras 3.22 y 3.23 muestran la manera en la que deben de ser etiquetadas las variables

tanto en Node-RED como en TTA PORTAL, en caso de que no sean etiquetadas de manera correcta

Node-RED va a presentar un mensaje de error de conexién con el PLC.

Edit s7 in node > Edit s7 endpoint node

Delete

£ Properties

Connection

= Variable list

DB5,R0

DB5,R4

DB5,R8

DB5,R12

DB5,WORD16

DB5,WORD18

+ Add i@ Remove all

Variables

Setpoint1

Setpoint2

NivelTanque1

NivelTanque2

Numero de cajas de jugo pequefio

Numero de cajas de jugo grande

Cancel Update

¥ v

& Import | | & Export

Figura 3.22: Configuracién de variables dentro de Node-RED.
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Bloque de datos_1
Nombre Tipo de datos Offset Valor de arrang... Remanen.. Accesibled... Escrib... Visible en . Valor dea..

1 41 ~ Static

2 an Setpointi Real [=]] 0.0 =] =] =) =) (]
3 @ Setpoint2 Real 40 =] =] =] =) )
4 @n NivelTanque 1 Real 8.0 =] = =) = B
5 4= NivelTanque2 Real 120 D E E B D
6 4= Caja transferida grande Int 16.0 =] = =) = =
7 4@ ®  Cajastransferida peque. Int 180 m] = ™ =2 0

Figura 3.23: Configuracién de bloque de datos en TIA PORTAL.

Una vez que se tiene ingresado cada una de las variables, es necesario realizar la programacién a
través de los bloques disponibles en el dashboard. La figura 3.24 muestra el primer disefio del dashboard,
en el cual se ingresa indicadores visuales con el objetivo de observar los niveles de los tanques. De igual
manera, se visualiza la curva de control y niveles de produccion de la planta. En este contexto, resulta
importante mencionar que dentro del mismo entorno de desarrollo se implementara el concepto digital
twins para los accionadores de las bandas de la planta y controladores de setpoints. De esta manera, se

tiene un control desde un punto de vista administrativo.

Nivel Tangue 1 Nivel Tanque 2

- o

Setpoint! v 277 A Setpoint2 v 203 A~

Control PID Tanque 1 Control PID Tanque 2
0 0
7 7
150 150
3 3
[ [
143020 14:30:40 144000 144020 143020 14:30:40 144000 144020

Numero de cajas de jugo pequefia Numero de cajas de jugo grande

Figura 3.24: Configuracion de dashboard en Node-RED.

3.3.4. Cuarta capa

La cuarta capa estd conformada por nubes de informacion en donde se encuentran almacenados los
datos de la fabrica. Para el envio de la informacion se usan dos protocolos de comunicacion que son
HTTP y MQTT. En este contexto resulta importante mencionar que se emplean dos protocolos con el

objetivo de realizar un estudio comparativo entre ellos.

e Para HTTP se utiliz6 Thinger.io
o Para MQTT se utiliz6 AWS.
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Se optd por el uso de Thinger i.o y AWS debido a la facilidad de manejo, almacenamiento y
manipulacién de datos para analizarlos de una manera grafica y asi poder tener un mayor entendimiento
de los datos que estan siendo almacenados. Ademaés, un punto clave de seleccién fue la disposicién
de “pluggins” de acceso para los protocolos antes mencionados. De igual manera, se almaceno la
informacién de manera local usando MySQL. El envio de datos se realiz6 con la ayuda de Node-RED.
Las figuras 3.25 y 3.26 muestra el diagrama de flujo dentro de Node-RED y un diagrama explicativo
el cual detalla el proceso y las direccién de envio de informacién hacia cada uno de los servidores de
datos, ademas se implementa MySQL para el almacenamiento local de datos que va a ser necesario

dentro del agente detector de fallas.

) AWSMQTT

\ @ connected
N \ I - 5 ; _}fl
\ ¢ function -\ = —
| N -
\ —— Thinger 10 B
A — - @ requesting
function T
BORRAR DATOS TABLA  ——— _. OK

Figura 3.25: Programacion en Node-RED para el envié de informacion.

MQTT
Server: a9avb83d1cq1u-ats.iot.us-west-2.amazonaws.com
IP: 52.32.148.125

Port: 8883 =

Node-RED) MQTT
Direccion: 127.0.0.1 HTTP
Port: 1880 URL: https://backend.thinger.io/v3/users/mlve/devices/Tesis/callback/data

Method: POST
IP: 172.217.30.205

- Port: 443
Envio de valores de
setpoints y niveles de | HTTP
tanque desde Node-RED

Local MySQL
Host: 127.0.0.1
Local port: 3306

Figura 3.26: Envi6 de informacién desde Node-RED a las plataformas de almacenamiento de datos.

3.3.4.1. Agente detector de fallas

Para realizar la virtualizaciéon de servicios en la capa cuatro, se opté por la implementaciéon de un
agente detector de fallas. Dicho agente va a realizar la monitorizacién en tiempo real de los tanques de

la planta, para asi evitar cualquier tipo de error en la operacion de los mismos. Las fallas que estdn
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contempladas dentro del agente son fugas, accionamiento involuntario de valvulas y niveles incorrectos

en los tanques.

El agente esta implementado en Node-RED, pero para ponerlo en funcionamiento fue necesario
trabajar con un conjunto de datos reales de la linea produccion, los mismos que fueron almacenados de
manera local en una base de datos de MySQL. Una vez identificado los datos, se procede a elaborar un

script en MATLAB, cuyo funcionamiento se explicard a continuacién.

El agente trabaja con dos conjuntos de datos, el primer bloque corresponde a los datos de entre-
namiento, mientras que el segundo hace referencia a un set de datos con errores. En este contexto,
resulta importante mencionar que los datos con errores se los produce de manera intencionada con
ayuda de interruptores para la accién involuntaria de las valvulas. Una vez identificado cada bloque
de datos, se procede a obtener la media y desviacion estdndar respectivamente. De esta manera, se
define un umbral de trabajo sobre el que se puede asegurar que los tanques funcionan sin ninguna falla.
Para obtener el umbral de trabajo se necesita determinar la probabilidad con la cual un falso negativo
puede ocurrir. Es decir, aquellos datos que se encuentran dentro del umbral de trabajo, pero presentan
cualquier tipo de error. La probabilidad de ocurrencia de estos falsos depende de como se define los

limites de la banda de umbral.

Las ecuacién 3.1 describe la expresién matemaética para el cédlculo del limite superior en funcién a
la media (p) y la desviacién estdndar (o). No obstante, se debe considerar un intervalo de confianza
(a/2), el cual permite que la cantidad de datos erréneos en el limite superior disminuya. La ecuacién

3.2 muestra la operacién contraria para el limite inferior

Uy=p+ceo (3.1)

Lb = U — C%O' (32)

La tabla 3.3 muestra los resultados del error para distintos intervalos de confianza. Después de
varias pruebas se opt6 por definir un intervalo de confianza del 0,00135, lo que implica, que la desviacién

estandar se multiplica por un valor constante de 3.

Tabla 3.3: Valores estandares para el calculo de error

’ a/2 Ca2
0,00135 3,00
0,0025 2,81
0,005 2,58
0,01 2,33
0,025 1,96
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3.3.4.2. Estadistico de Hotelling

Una vez identificada la banda de umbral se procede a definir la operacién del agente detector de
fallas, para ello se implement6 el método del estadistico de Hotelling, el mismo que hace referencia a
un método de identificacion multivariable. La figura 3.27 muestra un diagrama que sigue el estadistico

de Hotelling para estudiar los procesos aleatorios en los diferentes casos de las variables multivariantes.

D d """"-..-..Cavarianz;m ] Anailisis estadistico Calculo del
variables — ;'i nificativa? ——=5I—»{ para el calculo de » estadistico de
multivariante g valores singulares Hotelling

HO

'

Omitir variables

Figura 3.27: Diagrama para el cdlculo del estadistico de Hotelling.

En primer lugar se calcula la matriz de convarianza en funcién al vector de medias p. La ecuacién
3.3 describe la expresién matematica para el calculo de la matriz de covarianza S, donde n hace

referencia al nimero de muestras y X corresponde al vector de medias.

1

n—1

S = * XTX (3.3)

Posteriormente, con ayuda del comando svd (Singular Value Descomposition, por sus siglas en
inglés) propio de MATLAB se procede a obtener cada uno de los valores singulares que conforman la
matriz de convarianza, con el objetivo de descomponer el proceso aleatorio en vectores necesarios para

el calculo de la variaciéon. Esta expresion se puede observar en la ecuacién 3.4.

[U,\, V] = svd(S) (3.4)

Finalmente, a partir del calculo anterior se considera a S como un matriz no singular y se usa
la definicion presentada en la ecuacién 3.5 para asi obtener el valor final del estadistico de Hotelling
empleando la ecuacién 3.6. En este contexto, resulta importante mencionar que el valor T2, es
directamente proporcional a la distancia entre el punto de observacion y el valor objetivo de la muestra

que se esta analizando.

z=A2VTX (3.5)

T? =72 (3.6)

El valor de T2 controla los cambios en el vector de medias suponiendo que la matriz de convarianza
del proceso es igual a la matriz de mediciones cuando el proceso esta bajo control, es decir, cuando no

se presenta una falla en el sistema.

Pablo Adrian Barriga Ledn 42
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

>
"‘% UNIVERSIDAD DE CUENCA Facultad de Ingenieria

CAPITULO

Resultados

En este capitulo se presentan los resultados obtenidos luego de haber desarrollado cada una de
las secciones descritas en la metodologia. Para ello, cada una de las etapas y capas de la pirdmide de

automatizacion se vieron expuestas a experimentacion.

4.1. Analisis del diseno y modelado de la planta

Como se mencioné anteriormente, para el disefio de la fibrica se empleé el software Factory 1/0.
Actualmente, esta plataforma presenta una serie de ventajas respecto a otras herramientas que permiten
la simulaciéon de ambientes industriales, tales como son PROMODEL, FREECAD, ARENA ,etc. No
obstante, también presenta una serie de desventajas y sobre todo limitaciones. El diseno de la planta
se basé en la linea de producciéon de jugo de naranja. Sin embargo, en las etapas de lavado, selecciéon y
empaquetado se presentaron ciertos inconvenientes, relacionados principalmente con la maquinaria que
la herramienta brinda para la simulacién de todo tipo de proceso industrial. Por otro lado, resulta
importante recalcar que dicha limitacién no presenta inconvenientes con la interconexiéon de cada uno

de los protocolos de comunicacién.

La figura 4.1 muestra la limitacién que existe en la primera etapa del proceso, en este caso lo que se
hizo fue disenar una estructura metalica con el propésito de emular la seccién de lavado del producto
primario. Una emulacién més aproximada al proceso real implica el uso de mangueras y rociadores,
activadas por algun sensor. De igual manera, se presento un problema al momento de iniciar la etapa 3.
La figura 4.2 muestra la emulacién del proceso de exprimido lo cual se complemento con el disefio de
un arco. En las industrias productoras de zumo de naranja lo que se realiza en la seccién de exprimido
es ingresar las naranjas a engranajes activados por motores los cuales son los encargados de exprimir y

separar el restante de naranja en el proceso.
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Figura 4.1: Diseno de la etapa de lavado.

Figura 4.2: Disefio de la etapa de exprimido del producto primario.

En este contexto resulta importante mencionar que el diseno de la linea de produccion se inicié desde
cero. A pesar que Factory I/O cuenta con una gran cantidad de escenarios previamente configurados,
la mayoria de ellos se consideran complejos debido a la maquinaria empleada. Sin embargo, esta
plataforma presenta una gran ventaja, ya que, facilita el uso de un sistema multi-tanque, que por
defecto, comprende el bloque esencial para el desarrollo del proyecto. Por todo ello, Factory I/0 es
considerado un game changer, ya que permite realizar una gran cantidad de proyectos orientado a
la automatizacién industrial, sin la presiéon de poner en riesgo o descomponer cualquier equipo. En
consecuencia, se presenta la posibilidad de tener la certeza de ejecutar las mismas pruebas en el campo

y garantizar su funcionamiento.

4.2. Analisis del diseno y desarrollo del HMI y de gemelos

digitales para operarios

En la seccion 3.3.3.2 se describi6 a detalle el procedimiento realizado para la creacién del HMI en
la herramienta de LabVIEW, de esta manera, los operarios pueden acceder al manejo de cada una de

las variables que intervienen en la linea de produccién. El disefio consta principalmente de un layout, a
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partir del cual se incorporan herramientas como tanques con indicadores de nivel, leds on/off, motores
y pantallas de visualizacién del controlador PID sobre cada uno de los tanques, la figura 4.3 muestra el
resultado final para el diseno del HMI de la planta dentro de LabVIEW.

Alarmas de fallas en el sistema Agente detector de fallas
CONTROL Y MONITORIZACION DE PLANTA DE PRODUCCION DE JUGO DE NARANJA Etopal Etopa2 Etapad  FEtapas _
SCHEMATIC SCREEN CON'I'KOLHAPAIIEIADAZ' conuLnAvAames] oomoln»u/rmns]
Visualizador de controles PID en Tanques B 11 d 2: Seleccion de. M
Control PID tanque 1 LEVEL TANK1 LEVEL TANK 2
300 i P A Ay (] )
9 0 (=
a1 A . B B — - -
=l 9 o - i ]
@ P B s s 00- 1500
= 150+ ? 4 | o
e ®» ® "0 _.® el -l
Al @ @ E
" T = ok GloT oGl
o == [
) @
0-, | 0 @ |
0 1023
Tiempo
Control PID tanque 2
300
250~
~ R Etapa 5: Empaquetado)
200-
= W e W S
i -4 ® 0 >
101 o= n% o 2 o
50- ¢
0-, o (=
: e o
Tiempo

Figura 4.3: Sistema HMI desarrollado en LABVIEW

Como se mencion6 anteriormente, el sistema HMI va a ser implementado dentro de la fabrica. Por
lo tanto, surge la necesidad de crear un gemelo digital con el objetivo de integrar por completo todas
las herramientas IToT dentro de la misma, para ello se utilizé la herramienta de Node-RED. La figura
4.4 muestra el resultado final del diseno del dashboard dentro de Node-RED, de manera conjunta se
desarrollo gemelos digitales para los accionadores y controladores del sistema asi teniendo el control de
la planta desde un nivel administrativo, con la diferencia de que en este caso no se emplea un layout.
No obstante, se tiene acceso a distintos analisis de datos como el valor del estadistico de Hotelling, el
cual va a ser monitorizado mediante una grafica. Otra funcionalidad del gemelo digital consiste en
el envio de alarmas al correo electrénico de una cuenta registrada, cada vez que el agente detecte un
comportamiento anormal dentro del sistema. El gemelo digital estd destinado para el uso de gerentes y
administrativos de la planta, los cuales van a tener a cargo la tarea de llevar el registro e ingreso de

niveles de produccion de zumo de naranja dependiendo de la demanda de fabricacion.
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Panel de visualizacion de la plata de produccién de jugo de naranja

7

Numero de cajas de jugo pequefia

Nivel Tanque 2

Control PID Tanque 2

15:36:07

Numero de cajas de jugo grande

on

Off

Emergencia

On

Off

Emergencia

on

off

Emergencia

On

off

Emergencia

Agente de control de fallos

Figura 4.4: Gemelo digital del sistema HMI desarrollado en Node-RED.

A partir del desarrollo del gemelo digital se anadieron dos herramientas para un entorno IIoT,

como el envio de correos una vez que el agente detector de fallas se activa para que de esta forma el

supervisor de planta analice la falla el momento exacto que se origind y ademéds, un Bot con el cual los

supervisores y gerentes de planta van a poder interactuar para asi tener conocimiento de niveles de

produccién, el estado de los niveles de tanques y el estado del agente detector de fallas. La figura 4.5

muestra la interaccién que se tiene con el bot de planta al momento de solicitar informacién.

@ mive
Ok, hasta pronto

@% 1@ BotFather #
L

£l numero de cajas d equefio es 0y el numero de cajas de
jugo grande es 0.

hola
Hola

Hola, un gusto saludarle nuevamente que desea consultar?
Niveles de tanques

El nivel actual del tanque 1 es igual a 16.60559844970703y el nivel
actual del tanque 2 es 377326 2

Setpoints

El setpoint 1 esta seteado a 3y el setpoint 2 esta seteado a 0.

Niveles de produccién .

El numero de c g0 pequefio es 0y el numero de cajas de
jugo grande es 0.

Nivel de error v

El error actual en la planta es 0.020303232595324516.

Figura 4.5: Bot de comunicacién con la planta.

Bot Info

e "

@juiceplantbot

Notifications

Add to Group
Clear history

Delete chat
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4.3. Analisis del envié de datos a las nubes de informaciéon

Para el envi6 de informacién de la planta hacia la nube se opté por dos protocolos de comunicacién,
estos son HTTP y MQTT. La razén por la cual se hace uso de dos protocolos recae en el sentido
de compatibilidad, es decir, algunos entornos de desarrollo IoT presentan ciertas falencias respecto
al protocolo que se use. Sin embargo, esta desventaja resulta un beneficio, ya que, permite el uso
de dos herramientas de desarrollo y de esta manera realizar un estudio comparativo y determinar
que protocolo es superior respecto al otro. Los servicios en la nube utilizados son Thinger.io y AWS.
Dichos entornos presenta ciertas caracteristicas y herramientas, las mismas que son explotadas por
desarrolladores, con el propésito de realizar distintos andlisis a partir del ingreso de datos. En este
caso, el envio de la informacién no solamente se lo realiza hacia las dos plataformas, sino que también

a una base de datos local con ayuda de MySQL.

4.3.1. Protocolos de comunicacion implementados

Como se mencion anteriormente, para la transferencia de informacién hacia la nube se emplearon
tres herramientas. No obstante, resulta necesario mencionar que la tasa de muestreo para el envio de
datos varia independientemente de como se encuentra configurado en Node-RED. Es decir, la tasa
envio desde Node-RED hacia la base de datos de Thinger.io y AWS se lo realiza cada un minuto,
aunque a nivel local, dicha métrica se encuentre configurada con un valor de dos segundos. Esto se
debe principalmente a como se encuentra configurado a nivel de capa de aplicacién cada uno de los
entornos de desarrollo. Sin embargo, los resultados que se obtienen presentan una buena tendencia en

cuanto a la recepcion de datos por parte del sistema.

Teniendo en cuenta lo mencionado, la figura 4.6 muestra un analisis de la eficiencia de trafico de
datos en donde se aprecia al inici6 un envio de datos con una tasa de recepcién estable equivalente a
dos segundos. A partir de esto, se reduce el tiempo desde los 2 segundos hasta los 0.1 segundos con un
paso de 0.3 segundos. Asi se comprueba que el porcentaje de paquetes con error sube de 13.99% a

79.42 %, es por esto que se mantuvo el tiempo de envio de datos cada dos segundos.
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Analisis de trafico generado al variar el tiempo de envio de datos
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Figura 4.6: Analisis de trafico generado al variar tiempos de envié de datos

Una vez considerada la tasa de muestreo se procede a configurar el almacenamiento de los datos
en forma local empleando MySQL. Este punto resulta clave para el agente detector de fallas, debido
a que el tiempo de muestreo para la virtualizacién de datos es de dos segundos. Por lo tanto, re-
sulta evidentemente inferir que el set de datos utilizado en el codigo de MATLAB corresponde a la
informacién almacenada de forma local en MySQL. En este escenario, vale la pena mencionar que el inter-

valo de envio de datos desde Node-RED debe ser cada 0.1 segundos, para detectar una falla en la planta.

En funcion a lo detallado anteriormente, se procede a tomar un conjunto de datos de la misma
fecha y con la misma tasa de muestreo para cada una de las plataformas de almacenamiento, con estos
datos posteriormente se realizaran graficos de puntos para asi poder observar el efecto de la tasa de

muestreo sobre el envio de informacién de cada uno de los tanques.

La figura 4.7 muestra los resultados para el almacenamiento de datos dentro de AWS. AWS
Unicamente almaceno 26 registros en un espacio de tiempo de una hora. A través de la observacién de
la grafica se puede constatar que AWS solamente registro los saltos de niveles dentro de los tanques,

mas no el proceso de variacion del tanque desde un nivel hacia el nuevo nivel solicitado.
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Fecha de la toma de datos
Figura 4.7: Toma de datos de operacién del tanque 1 en AWS.

La figura 4.8 muestra los resultados para el almacenamiento de datos dentro de thinger i.o, el
mismo que almaceno 60 registros en un espacio de tiempo de una hora. A través de la observacién de la
grafica se puede constatar que Thinger i.0 de igual manera que AWS registra tinicamente los espacios
de tiempo en donde el nivel de tanque ya esta estabilizado, lo cual no permite registrar variaciones en

el proceso de llenado del tanque.

Nivel tanque 1

HO0OO0O0O00

g

g

Nivel de tanque
=
[9))
(=]

50
COOOOOOOOOOOOOC

0 Q0000
08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021 08/04/2021

Fecha de la toma de datos
Figura 4.8: Toma de datos de operacién del tanque 1 en Thinger i.o.

La figura 4.9 muestra los resultados para el almacenamiento de datos dentro de MySQL. Esta
plataforma almaceno 1823 registros en un espacio de tiempo de una hora. A través de la observacién de
la grafica se puede constatar que MySQI registra todas las variaciones que se van dando en el proceso
de llenado del tanque desde un nivel hacia otro. Lo cual es de vital importancia en caso de que se

presente un error en el llenado del tanque y se tenga constancia del mismo.
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Figura 4.9: Toma de datos de operacién del tanque 1 en MySQL.

El tiempo de almacenamiento de informacién tanto en las plataformas de Thinger.io y AWS es
muy amplio y, en consecuencia no es posible visualizar con claridad el funcionamiento del sistema
multi-tanque de la planta. Si embargo, este no es el caso de MySQL el cual almacena los datos cada
que un nuevo tiempo de muestreo es registrado, con los datos obtenidos dentro de MySQL se entrend

al agente de deteccion de fallas y su funcionamiento fue éptimo.

4.3.2. Problematica y soluciéon para envio de informaciéon a la nube

El envio de datos desde la planta hacia la nube, corresponde al desafio que tuvo que ser solucionado.
En aplicaciones préacticas, las industrias emplean un equipo destinado para esta tarea en especifico,
facilitando asi el manejo de datos dentro de la fabrica. El equipo que se implementa para el envio de
informacion es el SIMATIC 10T2040, cuya funcion es facilitar la comunicacién entre varias fuentes de
datos. Una ventaja de este dispositivo, es que no extrae solamente los datos, sino, que también los
procesa, almacena y los envia a una nube local o externa. Actualmente, corresponde al equipo mas
empleado en el campo de la industria debido a su compatibilidad con varios sistemas operativos, asi

como también, con dispositivos open source como Arduino.

Para la solucion del problema, teniendo en cuenta que el ambiente de prueba es totalmente simulado,
se tuvo que optar por el uso de protocolos de comunicacién, con la intencién de facilitar el envid
de informacién. En este contexto, el punto més importante corresponde al middleware (OPC), dado
que, cumple la funcién de columna vertebral de la pirdmide de automatizacién. Es decir, permite la
interconexién entre cada uno de los mecanismos de comunicacién que emplea cada nivel de la misma.
El servidor OPC permite que se establezca la comunicaciéon desde la industria hacia el SCADA, y
posteriormente a la nube local. De esta manera, es posible monitorear en tiempo real cada uno de los

procesos involucrados desde la nube local.

Node-RED es el pilar para mantener la conexién entre los dos entornos de desarrollo IoT con
MySQL. La figura 4.10 muestra el diagrama de bloques implementado para establecer el enlace de

envié de datos hacia las plataformas de almacenamiento.
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Figura 4.10: Diagrama de flujo para el envié de datos desde Node- RED.

Las figuras 4.11, 4.12 y 4.13 muestra los resultados obtenidos del almacenamiento de datos de cada

una de las plataformas.

Figura 4.11: Resultado de almacenamiento de informacién en AWS.

Elementos devueltos (100) Acciones ¥ I ’ Crear elemento
Q 1 (12 >| e | =B
ts v Setpoint1 ¥ NivelTan... ¢ NivelTan... ¥ Setpoint2
161791561... 38.675960... 38.677448... 39.721710... 39.72125244140625
161791549... 38.675960... 38.749668... 39.745197... 39.72125244140625
161791542... 38.675960... 38.675960... 40.033950... 39.72125244140625
161791442... 38.675960... 38.676372... 39.721530... 39.72125244140625
161791385... 38.675960... 38.714462... 39.758308... 39.72125244140625
161791379... 38.675960... 39.021827... 40.064094... 39.72125244140625
161791324... 283.27526... 283.27523... 285.36584... 285.3658752441406
161791321... 283.27526... 283.27523... 285.36584... 285.3658752441406
161791237... 149.47734... 149.47732... 164.11148... 164.1114959716797
161791118... 4] 1.1450963... 1.1935838... o
161791073... 15.679443... 15.679440... 17.770032... 17.770034790039062
161707747... 0 0 0 0
161707683... 0 0 0 o
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Buckets | DatosTesis

Bucket Data -]
Date Nivel Tanquel Nivel Tanque2 Setpointl Setpoint2
2021-04-08T16:08:01.453Z 0 0 38.675960540771484 39.72125244140625 A
2021-04-08T16:07:01.6412 38.676513671875 39.72139358520508 38.675960540771484 39.72125244140625
2021-04-08T16:06:03.4387 38.68001174926758 39.7222900390625 38.675960540771484 39.72125244140625
2021-04-08T16:05:03.4252 38.70758056640625 39.729591369628906 38.675960540771484 39.72125244140625
2021-04-08T16:04:03412Z 38.941612243652344 39.78805923461914 38.675960540771484 39.72125244140625
2021-04-08T16:03:03.4327 38.67596435546875 39.72125244140625 38.675960540771484 39.72125244140625
2021-04-08T16:02:03455Z 38.675994873046875 39.72126388549802 38.675960240771484 39.72125244140625
2021-04-08T16:01:03.3482 38.67622756958008 39.72133255004883 38.675960540771484 39.72125244140625
2021-04-08T16:00:03.8427 38.67805862426758 39.721900939941406 38.675960540771484 39.72125244140625
2021-04-08T15:59:03.2922 38.692283630371094 39.7264518737793 38.675960540771484 39.72125244140625
2021-04-08T15:58:04.1227 38.80331802368164 39.762916564941406 38.675960540771484 39.72125244140625
2021-04-08T15:57:03.406Z 38.675960540771484 40.05630111694336 38.675960540771484 39.72125244140625 v

Viewing 0 to 99 items >

Figura 4.12: Resultado de almacenamiento de informacién en Thinger.io.

| ResultGrid | £ 43 Fiter Rows: r _“Edit: g Eb EL | exportfimport: HY K& | Wrep Cell Content: IE |
p_Id Atime Setpointl Setpoint2  NivelTanquel NivelTangue2 =

» |70683 2021-04-08 14:45:13 O 0 2 2 Grid
70684 2021-04-08 14:45:15 O 0 2 2
70685 2021-04-08 14:45:17 0O 0 2 2
70686 2021-04-08 14:45:19 0 0 2 2 Form
70687 2021-04-08 14:45:21 0 0 2 2 Editor
70688 2021-04-08 14:45:23 O 0 2 2
70689 2021-04-08 14:45:25 O 0 2 2
70690 2021-04-08 14:45:27 0 0 2 2 =7
70691 2021-0408 14:45:29 O 0 2 2 Types
70692 2021-04-08 14:45:31 0O 0 2 2
70683 2021-04-08 14:45:33 0 0 2 2
70694 2021-04-08 14:45:35 0 0 2 2 o
70695 2021-04-08 14:45:37 0O 0 2 2 Stats
70696 2021-04-08 14:45:39 O 0 2 2
70687 2021-04-08 14:45:41 0 0 2 2
70698 2021-04-08 14:45:43 0 0 2 2 Exmcxtion
70699 2021-04-08 14:45:145 O 0 2 2 Plan
70700 2021-04-08 14:45:147 O 0 1 2

Figura 4.13: Resultado de almacenamiento de informaciéon en MySQL

4.4. Analisis de protocolos para el envio de informacion y

tiempos de respuesta

En este apartado se procede a realizar un andlisis exhaustivo del trafico de datos dentro de la red,
con el objetivo de realizar una comparativa entre cada uno de los entornos de desarrollo IoT y de esta
manera identificar que plataforma es la mejor. En este contexto, resulta importante mencionar que el
sistema a analizar es robusto, en consecuencia, la cantidad de datos que se genera es relativamente
extenso, por esta razén, es recomendable graficar los resultados con un eje de tiempo mayor a un
segundo. Para este proceso se emplea Wireshark, en vista de que cuenta con una gran cantidad de

herramientas para el andlisis de la red.
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4.4.1.

Analisis de protocolos de comunicaciéon en la nube

Para el anélisis del protocolo MQTT, en primera instancia se captura todos los paquetes recibidos

y enviados cuando el sistema se encuentra conectado a la red Wi-Fi. La figura 4.14 muestra la captura

de datos en donde se recepta todo el tréfico en la red. La figura 4.15 muestra el filtrado de todos los

paquetes que son enviados al puerto 8883 con el objetivo de centrarse inicamente en ese protocolo, en

vista de que dicho puerto pertenece al servidor de AWS y, en consecuencia, corresponde a la plataforma

con la que trabaja MQTT. La figura 4.16 muestra el intercambio de informacién entre las direcciones

IP del ordenador y AWS.

(W]Eeply a display filter ... <curl-/

No. Time Source Destination Protocol Length Info
183 4.213080 172.217.30.205 192.168.1.13 TLSv1.3 1484 Application Data [TCP segment of a reassembled PDU]
184 4.218825 172.217.30.205 192.168.1.13 TLSv1.3 1484 Application Data [TCP segment of a reassembled PDU]
185 4.218827 172.217.30.205 192.168.1.13 TLSw1.3 1484 Application Data [TCP segment of a reassembled PDU]
186 4.218945 192.168.1.13 172.217.30.205 TCP 54 52634 » 443 [ACK] Seq=1836 Ack=79260 Win=131328 Len=
187 20375 18 2.145.118 192.168 & CP 66 [TCP Al \CK] 443 » 52234 [ACK] 2 Ack
188 4.221722 172.217.30.205 192.168.1.13 TLSvl.3 1484 Application Data, Application Data, Application Data,
189 4.221723 172.217.30.205 192.168.1.13 TLSw1.3 1484 Application Data [TCP segment of a reassembled PDU]
190 4.221787 192.168.1.13 172.217.30.205 TCcp 54 52634 » 443 [ACK] Seq=1836 Ack=82120 Win=131328 Len=0
191 4.224833 172.217.30.205 192.168.1.13 TLSv1.3 1484 Application Data [TCP segment of a reassembled PDU]
192 4.224834 172.217.30.205 192.168.1.13 TLSv1.3 1484 Application Data [TCP segment of a reassembled PDU]
193 4.224941 192.168.1.13 172.217.30.205 TCP 54 52634 > 443 [ACK] Seq=1836 Ack=84980 Win=131328 Len=0
1944.228560  172.217.30.265 192.168.1.13 TLSvi.3 463 Application Data, Application Data, Application Dat:
195 4.228642 192.168.1.13 172.217.30.205 TCP 54 52634 » 443 [ACK] Seq=1836 Ack=86820 Wil =0
196 4.229293 192.168.1.13 172.217.30.205 TLSv1.3 78 Application Data
19; 192.168.1.13

172.217.36.205 C| : [FIN

IntelCor_64:43:

5.302147 192.168.1.13 52.33.55.236 TLSv1.2 209 Application
5.302643 192.168.1.13 18.232.145.118 TLSv1.2 518 Application

25087 18.232 8 192 3 TCP 66 [TCP Dup ACK 33#1]
5. 406601 18.232.145.118 192.168.1.13 TCP 60 443 + 52234 [ACK] Seq=241 Ack
5.475572 35.164.45.8 192.168.1.13 TLSv1.2 213 Application Data
5.478798 52.33.55.236 192.168.1.13 TLSv1.2 209 Application Data

Frame 1: 239 bytes on wire (1912 bits), 239 bytes captured (1912 bits) on interface 0

Ethernet II, Src: 94:e3:ee:@b:ce:e6 (94:e3:ee:@b:ce:e6), Dst: IntelCor_fb:a9:55 (38:00:25:fb:a9:55)
Internet Protocol Version 4, Src: 18.232.145.118, Dst: 192.168.1.13

Transmission Control Protocol, Src Port: 443, Dst Port: 52233, Seq: 1, Ack: 1, Len: 185

Transport Layer Security

Figura 4.14: Captura de datos con el analizador de red Wireshark.

A *Wi-Fi
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
i@ R QeunEFIs EQqarE
[1 [tcplpori==s883
No. Time Source Destination Protocol Length Info
435 15.525468 192.168.1.13 52.33.55.236 TCP 54 52232 » 8883 [ACK] Seq=1241 Ack=1241 Win=568 Len=0
192.168.1.13 52.33.55.236 TLSv1.2 209 Application Data

487 17.303904

Figura 4.15: Filtrado de paquetes a través del puerto 8883
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[ [tep.port==s883

No. Time Source Destination Protacol Length Info

7537 299.361692 192.168.1.13 52.33.55.236 TSy, 209 Application Data
7543 299.551864 52.33.55.236 192.168.1.13 TLSv1.2 209 Application Data
7545 299.5924@7 192.168.1.13 52.33.55_236 TCP

7560 301.363948 192.168.1.13 52.33.55.236 TLSv1.2 209 Application Data
7566 301.541969 52.33.55.236 192.168.1.13 TLSv1.2 209 Application Data
7568 301.582947 192.168.1.13 52.33.55.236 TCP

7627 303.364189 192.168.1.13 52.43.55_.936 TLSv1.2 209 Application Data
7635 303.543367 52.33.55.236 192.168.1.13 TLSv1.2 209 Application Data
7638 303.583600 192.168.1.13 52.33.55.236 TCP

7771 305.364106 192.168.1.13 52.33.55.236 TLSv1.2 209 Application Data
7775 305.544937 52.33.55.236 192.168.1.13 TLSv1.2 209 Application Data
7777 305.586760 192.168.1.13 52.33.55.236 TCP

7791 307.363720 192.168.1.13 52.33.55.236 TLSv1.2 209 Application Data
7797 307.543664 52.33.55.236 152.168.1.13 TLSv1.2 209 Application Data

54 52232 > 8883 [ACK] Seq=23251 Ack=23251 Win=513 Len=0

54 52232 > 8883 [ACK] Seq=23406 Ack=23486 Win=512 Len=0

54 52232 > 8883 [ACK] Seq=23561 Ack=23561 Win=512 Len=0

54 52232 > 8883 [ACK] Seq=23716 Ack=23716 Win=511 Len=0

v Transport Layer Security

Frame 7537: 209 bytes on wire (1672 bits), 209 bytes captured (1672 bits) on interface @

Ethernet II, Src: IntelCor fb:a9:55 (38:00:25:
> Internet Protocol Version 4, Src: 192.168.1.13, Dst: 52.33.55.236

Transmission Control Protocol, Src Port: 52232, Dst Port: 8883, Seq: 23096, Ack: 23896, Len: 155

fb:a9:55), Dst: 94:e3:ee:Bb:ce:e6 (94:e3:ee:0Bb:ce:eb)

» TLSv1.2 Record Layer: Iﬁppllcatmn Data Protocol: mqttl

Figura 4.16: Anélisis de un paquete MQTT.

Una vez capturado los paquetes, el siguiente paso consiste en determinar la eficiencia de envid y

recepcion, la figura 4.17 muestra la implementacién de la herramienta I/O Graph propia de Wireshark

en donde se analiza la cantidad de paquetes enviados, asi como también el nimero de paquetes perdidos.

Para MQTT, se obtuvieron muy buenos resultados, debido a que, la media de paquetes perdidos era

relativamente baja, aproximadamente 34. De igual manera, se tiene un promedio de 209 paquetes

enviados y 207 paquetes recibidos, sin errores.

450

Analisis de trafico de paquetes enviados y recibidos por el protocolo MQTT

350 ‘
H ﬁ M
. % UI w U!W'J |L| lHHJ \

200

300 + l ‘l

Packets /10 [s]

150

100 |
I

"“WLJ I A |

" i |
) P A W AN Lo~ o J |_."'w LA o \ '\l \ Laﬁu

All packets MQTT

Errors

l“'h,' w’u‘ b\«.ﬂ | 'lr,"f-’l‘llld‘h

i |

Figura 4.17: Analisis de trafico de paquetes enviados y recibidos por el protocolo MQTT.

100 150 200
Time [s]

250

Para el andlisis de los otros protocolos, se procede a realizar el mismo procedimiento detallado
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anteriormente. Las figuras 4.18 y 4.19 muestra los resultados de la captura de paquetes para HTTP y
MySQL respectivamente.

Facultad de Ingenieria

Analisis de trafico de paquetes enviados y recibidos por el protocolo HTTP
'D T T T

All packets HTTP
Errors

500 -

400 ‘

| 4 “ﬁ
M“‘p'dvl |ﬂ|w|\f“ ﬂ‘kﬂ.ﬂk JILJ Idlgw\,||‘ju|hﬁdw‘ldul L\- |||,J

300

Packets /10 [s]

|
I

200

100 '

Wi .
“l 1 |||.| |1|

|| LM i
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Figura 4.18: Anélisis de trafico de paquetes enviados y recibidos por el protocolo HTTP.

Analisis de trafico de paquetes enviados y recibidos por el protocolo MySQL
DD T T T T T

| -
W‘U' aw'wt Mn UMUqMML ]JI WJI

All packets MySQL
Errors.
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400 7
200 X
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Figura 4.19: Analisis de trafico de paquetes enviados y recibidos por el protocolo de manera local.
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La tabla 4.1 muestra un resumen del anélisis de cada uno de los protocolos de comunicacién. Como
se puede observar, MQTT y HTTP presentan un nivel de efectividad relativamente igual, esto se puede
comprobar al comparar la cantidad de paquetes perdidos (PP). En consecuencia, se puede concluir
que ambos entornos de desarrollo responden de manera eficiente. De igual manera se obtiene un buen
resultado para MySQL, en vista de que el promedio de paquetes perdidos equivale 8, lo que implica
un mejor desempefio respecto a los otros. No obstante, se debe recordar que la captura paquetes de
manera local, en la mayoria de casos es mas eficiente, puesto que, se filtra informacién localizada en la

misma nube.

Tabla 4.1: Resultado del envio y recepcién de paquetes MQTT, HTTP y local

’ N° ‘ Protocolo Origen Destino ‘ PE ‘ PR, ‘ PP ‘

1 MQTT IP: 192.168.1.13 IP: 52.32.148.125 243 209 34
Puerto: 50412 Puerto: 8883

2 MQTT IP: 52.32.148.125 IP: 192.168.1.13 246 207 39
Puerto: 8883 Puerto: 50412

3 HTTP IP: 192.168.1.13 IP: 172.217.30.205 | 247 209 38
Puerto: 50412 Puerto: 443

4 HTTP IP: 172.217.30.205 | IP: 192.168.1.13 248 210 38
Puerto: 443 Puerto: 50412

5 LOCAL 127.0.0.1 127.0.0.1 776 768 8

e PE: Paquetes enviados
e PR,.: Paquetes recibidos, sin error

e PP: Paquetes pérdidos.

4.4.2. Tiempo de respuesta de la comunicacién con el PLC

El analisis de tiempo de respuesta por parte del PLC constituye un proceso indispensable en el
contexto de eficiencia del sistema, en vista de que constituye el punto de enlace entre la nube y la
planta. Ademas, de poner a prueba el protocolo de comunicacion MQTT como un sistema de control y
monitorizacién en tiempo real. En vista de que el HMI y el gemelo digital fueron implementados para
funcionar en conjunto con el servidor local, implica que los tiempos de respuesta hacia el PLC sean
relativamente cortos, en comparacion a los que se obtuvieron, cuando el sistema envio informacién a
una nube ajena al servidor local de la planta. La figura 4.20 presenta la captura de trafico de datos
generado por el PLC. Finalmente, la tabla 4.2 muestra los resultados obtenidos para los tiempos de

respuestas cuando se analiza diferentes tipos de variables del proceso de automatizaciéon de la planta.
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(R |s7comm
No. Time Source Destination Protocol  Length Info
2467.. 3225.803828 192.168.1.13 192.168.1.13 S7coMM 75 ROSCTR: [Job ] Function:[Read Var]
2467.. 3225.808357 192.168.1.13 192.168.1.13 S7coMM 109 ROSCTR: [Ack_Data] Function:[Read Var]
2468.. 3226.372687  192.168.1.13 192.168.1.13 S7coMM 147 ROSCTR: [Job ] Function:[Read Var]
2468.. 3226.374995 192.168.1.13 192.168.1.13 S7coMM 191 ROSCTR: [Ack_Data] Function:[Read Var]
2468.. 3226.704970 192.168.1.13 192.168.1.13 S7coMM 83 ROSCTR: [Job ] Function:[Write Var]
2468.. 3226.708868 192.168.1.13 192.168.1.13 S7coMM 66 ROSCTR: [Ack_Data] Function:[Write Var]
2468.. 3226.804759 192.168.1.13 192.168.1.13 S7coMM 75 ROSCTR: [Job ] Function:[Read Var]
2468.. 3226.807251 192.168.1.13 192.168.1.13 S7comm 109 ROSCTR: [Ack_Data] Function:[Read Var]
2468.. 3227.372654  192.168.1.13 192.168.1.13 S7coMM 147 ROSCTR: [Job ] Function:[Read Var]
2468.. 3227.376735 192.168.1.13 192.168.1.13 S7coMM 191 ROSCTR: [Ack_Data] Function:[Read Var]
2468.. 3227.706047  192.168.1.13 192.168.1.13 S7coMM 83 ROSCTR: [Job ] Function: [Write Var]
2469.. 3227.710907 192.168.1.13 192.168.1.13 S7coMM 66 ROSCTR: [Ack_Data] Function:[Write Var]
2469.. 3227.805777  192.168.1.13 192.168.1.13 s7comm 75 ROSCTR: [Job ] Function:[Read Var]
2469.. 3227.809868 192.168.1.13 192.168.1.13 S7coMM 109 ROSCTR: [Ack_Data] Function:[Read Var]
2469.. 3228.374822 192.168.1.13 192.168.1.13 S7coMM 147 ROSCTR: [Job ] Function:[Read Var]
2469.. 3228.377631 192.168.1.13 192.168.1.13 S7comm 191 ROSCTR: [Ack_Data] Function:[Read Var]
2469.. 3228.706033 192.168.1.13 192.168.1.13 S7coMM 83 ROSCTR: [Job ] Function: [Write Var]
2469.. 3228.707074  192.168.1.13 192.168.1.13 S7coMM 66 ROSCTR: [Ack_Data] Function:[Write Var]
2469.. 3228.805823 192.168.1.13 192.168.1.13 S7coMM 75 ROSCTR: [Job ] Function:[Read Var]
2469.. 3228.807505 192.168.1.13 192.168.1.13 S7coMM 109 ROSCTR: [Ack_Data] Function:[Read Var]
2470.. 3229.374775 192.168.1.13 192.168.1.13 S7coMM 147 ROSCTR: [Job ] Function:[Read Var]
2470.. 3229.376308 192.168.1.13 192.168.1.13 S7coMM 191 ROSCTR: [Ack_Data] Function:[Read Var]
2470.. 3229.706938 192.168.1.13 192.168.1.13 S7coMM 83 ROSCTR: [Job ] Function: [Write Var]
2470.. 3229.709428 192.168.1.13 192.168.1.13 S7comm 66 ROSCTR: [Ack_Data] Function:[Write Var]
2470.. 3229.805781 192.168.1.13 192.168.1.13 S7CoMM 75 ROSCTR: [Job ] Function:[Read Var]
Frame 246909: 75 bytes on wire (600 bits), 75 bytes captured (600 bits) on interface @
Null/Loopback
Internet Protocol Version 4, Src: 192.168.1.13, Dst: 192.168.1.13
Transmission Control Protocol, Src Port: 54880, Dst Port: 102, Seq: 227294, Ack: 281478, Len: 31
TPKT, Version: 3, Length: 31
IS0 8073/X.224 COTP Connection-Oriented Transport Protocol
v S$7 Communication
Header: (Job)
v Parameter: (Read Var)
Function: Read Var (@x@4)
Item count: 1
Ttem [1]: (DB 5.DBX 0.0 BYTE 40)

Figura 4.20: Captura de trafico de paquetes enviados al PLC.

Tabla 4.2: Resultado de tiempos de respuesta del PLC

Tipo de Descripcion Direcciéon Tiempo Tiempo crono-
Variable PLC Wireshark metrado

Bool Inicio DB5.DBXO0.0 8ms < 1s

Bool Paro DB5.DBX10.0 9ms < 1s

Bool Emergencia DB5.DBX10.1 15ms <1s

Real Error Tanque DB5.DBD12 30ms <1s

Real Setpoint 1 DB5.DBD2 3Tms <l1s

Real Nivel T'anque 1 DB5.DBD24 34ms <1s

Int Caja transferida grande | DB5.DBW32 31ms <l1s

4.5. Agente detector de fallas

Como se indico en la seccién 3.3.4.1, para la implementacion del agente detector de fallas, fue
necesario desarrollar un c6digo en MATLAB (véase anexo A).Con ayuda de dicho script se obtiene las
matrices D y V, las mismas que fueron calculadas luego de haber aplicado una descomposiciéon en
valores singulares de la matriz de covarianza correspondiente a los datos ingresados como bloque de

entrenamiento para el agente (véase las ecuaciones 4.1 y 4.2).

56009,54683 0
A= ’ (4.1)
0 104,03487

—0,77944 —0,62646
V= ’ ' (4.2)
—0,62646  0,77944

Las figuras 4.21 y 4.22 muestran las graficas de operacién de los tanques una vez implementado el
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cbdigo. La figura 4.23 muestra el rango de operaciéon normal del bloque de datos y se puede apreciar

cuando existen errores en el sistema. Los errores que se tomaron en cuenta en el sistema fueron:

e Accionamiento involuntario de valvulas.
e Fugas debido a rupturas o dafio en valvulas.

e Nivel de tanques inadecuado para la produccién en planta.

Estas fallas se inducen con la ayuda del control manual de planta que ofrece Factory I/0.

Respuesta de h1 con y sin fallas

400 T T T T T
h1(t)
h1(t
300 - @
g 200F .
T
Z 100 4 ]
D x
7100 | | | 1 1 1 1
0 500 1000 1500 2000 2500 3000 3500 4000
Tiempo (s)
Figura 4.21: Respuesta de hy con y sin fallas.
Respuesta de h2 con y sin fallas
400 T T T T T
h2(t)
h2,(t
300 - 0] |
g 207 .
T
2
< 100 1
0 =3
_100 1 1 1 1 1 Il Il
0 500 1000 1500 2000 2500 3000 3500 4000
Tiempo (s)
Figura 4.22: Respuesta de hy con y sin fallas.
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Respuesta de T4

25 T T
T2
20 - T2 falla | |
i A 5
_5 L L 1 1 1 1 1
0 500 1000 1500 2000 2500 3000 3500 4000

Tiempo (s)
Figura 4.23: Respuesta de T2.

Una vez calculados los valores resultantes, se procede a implementar en la herramienta Node-RED
el método estadistico de Hotelling, con el objetivo de monitorizar la planta en tiempo real, la figura
4.24 muestra un diagrama de flujo en donde se detalla el proceso que se realiza una vez detectada una
falla dentro de la planta. Los calculos para obtener el valor de T2 se realizan dentro de la nube local
de la fabrica que se ejecuta en Node-RED, la figura 4.25 presenta la operaciéon del agente detector
de fallas. Cuando se detecte un error Node-RED procede a enviar la informacién al PLC para que
este active una alarma, y de esta manera se suspenda la operacién en cada uno de los procesos que
conforman la linea de produccion . Las figuras 4.26 y 4.27 muestran los resultados obtenidos luego de
que se suscite un error dentro de la planta. En este contexto, resulta importante mencionar que el
proceso de monitorizacién del error se esta ejecutando en tiempo real. En consecuencia, el envio de
informacién desde la Node-RED hacia el PLC se realizard cada 0.1 segundos, de esta manera no existe
un retardo en la respuesta del sistema. El tinico escenario que puede presentarse para que exista un

retardo en el envié de informacién desde la nube, es que la conexién a internet de los dispositivos falle.

PLCSIM/ Tia Portal V16

: . 7 IP:192.168.0.1
Envio de informacién al PLC Port: 102

Direccié: 127.0.0.1

Port: 1880

Calculo del proceso de
deteccion de fallas en
tiempo real desde
Node-RED

Deteccién de falla

Envio de informacién a LabVIEW

Envio de informacién a Factory 1/0
N FACTORY NG
Envio de correos de o
alerta desde Node-RED GM ||
hacia Gmail.

Figura 4.24: Diagrama de bloques que detalla el proceso de deteccién de una falla dentro de la planta
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connecting
Figura 4.25: Operacién del agente detector de fallas en Node-RED.

0.0
%B5.DBD2
"Bloque de

datos_1°".
ErrorTanques

g

20.0

Figura 4.26: Recepcion de informacion del detector desde la nube hacia el PLC.

*| Search Q ?: :IE'

Figura 4.27: Deteccién de falla dentro del HMI de planta.
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CAPITULO

Conclusiones y Recomendaciones

5.1.

Conclusiones

La evolucién de la Industria 4.0 implica avances en cada uno de sus enfoques, la interconectividad,
la automatizacién, el aprendizaje automatico y los datos en tiempo real. Mediante la ejecucién
de este trabajo fue posible corroborar la existencia de varias herramientas para la simulacién de
procesos industriales, mismas que facilitan el aprendizaje de control y automatizacion de procesos,
y, a la vez, potencian su evolucién. El uso de estas herramientas permite adquirir conocimientos
con respecto a procesos industriales que se manejan en la actualidad; Factory I/0 es una de ellas,
esta ha permitido experimentar en el campo sin necesidad de pisar una fabrica o un laboratorio.
Personalmente, consideramos que esta herramienta debe ser introducida para el conocimiento de

préximas generaciones y asi generar nuevos campos de conocimiento.

Sin el suministro de los servicios informéticos, como los servidores, bases de datos y software, a
través del internet no se estaria implementando una tecnologia IoT en realidad, por esta razén
utilizar nubes de informacién fue de vital importancia para la ejecucién de este proyecto. Como
se detallé en secciones anteriores, se usan dos nubes de informacién, una plataforma libre y una
plataforma de pago, que son Thinger.i.o y AWS respectivamente. Thinger.i.o cuenta con un mejor
sistema de almacenamiento frente a AWS, esto se determiné con base a las pruebas realizadas,
en vista de que recibe un gran trafico de datos y la nube no logra almacenarlos a en su totalidad

debido a que se debe de expandir el tamano de almacenamiento de las bases de datos.

AWS es una herramienta para el andlisis de datos muy grande y que tiene muchas funcionalidades
adicionales, sin embargo, lo que se buscé dentro de las plataformas es que nos permitan visualizar
los datos que se reciben sin mayor complicacién, de manera que los gerentes de las empresas
puedan analizarlos sin problema. Desde el punto de vista de los desarrolladores, se considera que

Thinger.i.o es la herramienta que permite alcanzar este tipo de objetivos.
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Existe un concepto que se volvi interesante al momento de realizar el agente detector de fallas y
este fue el almacenamiento de datos de manera local para la planta, de esta forma se crea un
set de entrenamiento para el agente. Como se expuso en la seccion de resultados, el envio de
informacién se realizé cada dos segundos para cada una de las nubes debido a que si se disminuye
se produce una pérdida de paquetes elevada, por esta razén se optd por mantener el mismo. No
obstante, en caso de reducir el tiempo de envio, la fluctuacién de datos manera local no se ve

afectado en gran medida asi permitiendo variar el tiempo de envio a cualquier valor deseado.

e La seccion de middleware es la columna vertebral de este proyecto, sin esta no existe una comuni-
cacién entre las nubes de informacién y la planta simulada. Dentro del middleware se implement6
un servidor OPC, en el cual estdn enlazados clientes que tienen acceso a las variables que se
manejan de manera local. De esta forma, fue posible enviar todos los datos necesarios desde el
PLC hacia el middleware para posteriormente enviarlos a las nubes de informacion. El desarrollo
de un servidor local OPC y la implementaciéon en Node-RED fue vital para solventar el vacio que
se tuvo al momento del envio de datos, puesto que, como se detalld en la secciéon de resultados,

en las grandes empresas se emplean dispositivos destinados para este uso en especifico.

e Un concepto interesante dentro de IoT fue la implementacién de un gemelo digital para el
sistema de linea de produccién que se encuentra dentro de la planta. La virtualizaciéon de un
sistema de control destinado al manejo de los procesos de la linea de producciéon es uno de los
conceptos que se pudo desarrollar a lo largo del proyecto y que se vio envuelto en el desarrollo
de IIoT. Principalmente, lo que se busca con la implementacién de este sistema es que no se
tenga como punto unico de acceso el HMI, sino que sea accesible para el personal destinado
al control y direccionamiento de la planta. De esta manera, se conforma un solo grupo de
trabajo que puede estudiar los resultados que se tiene en la planta en tiempo real, con el objetivo

de analizar la informacién y tomar decisiones sobre los procesos y/o fallas que se pueden presentar.

e La virtualizacién de servicios fue el objetivo final para el completo funcionamiento del proyecto.
La implementacién de un agente detector de fallas fue el punto mas interesante del desarrollo, ya
que, como su nombre indica va a permitir que la planta funcione con total normalidad evitando
errores dentro del sistema multi-tanque. La toma de datos para crear un set de entrenamiento
fue muy importante, asi como también el tiempo de envio de datos. Se debe tener en cuenta que
el agente tiene que experimentar diferentes tipos de escenarios para asi poder detectar fallas.
Para ello, se utiliz6 el método estadistico multivariable de Hotelling. Una vez que se implement6
el sistema, se pudo comprobar que el mismo fue capaz de detectar diversos tipos de fallas dentro
de la planta, tales como fugas, activaciones involuntarias de valvulas, mal ingreso de niveles para

el momento de produccién y niveles muy altos o muy bajos dentro de los tanques.

5.2. Recomendaciones

e Para la etapa de diseno de la planta se recomienda simular ambientes en los cuales las herramien-
tas se puedan explorar en su totalidad. Es decir, considerar un software en el cual se cuenta con

una cantidad de maquinaria extensa, y de esta manera evitar limitaciones en la implementacién

Pablo Adrian Barriga Ledn 62
Marcos Lenin Villarreal Esquivel


http://www.ucuenca.edu.ec
https://www.ucuenca.edu.ec/ingenieria
mailto:pablo.barriga@ucuenca.edu.ec
mailto:marcos.villarreal@ucuenca.edu.ec

=
INVETSEA OGN

UNIVERSIDAD DE CUENCA Facultad de Ingenieria

de etapas en una linea de produccién. En la actualidad Factory I/O es la herramienta mas
completa para trabajar en ambientes simulado en industria, se espera que en nuevas versiones

del software ingresen nuevos complementos de maquinaria.

e Al momento del envi6 de informacion se recomienda el uso de Thinger.io, pues para esta aplicacién
resultd acertado debido a su eficiencia de funcionamiento; también es recomendable emplear
otros entornos de desarrollo que permitan seleccionar las herramientas adecuadas para potenciar

el desarrollo del trabajo.

e Para la simulacién de la planta en su totalidad se requiere correr varios programas al mismo
tiempo y una conexién estable a internet, por esta razén se recomienda utilizar un ordenador
que cumpla con las exigencias de funcionamiento del proyecto, de manera que la simulacién se

ejecute con normalidad.

5.3. Trabajos futuros

e Implementar un sistema de redes neuronales que permita el control y monitoreo de la planta con

el fin de sustituir el agente detector de fallas por un sistema més robusto.

e Implementar la tltima capa de nivel de gestién de la planta, en donde se podra tener informacién
de clientes, proveedores, contratos, produccién y deméas datos para consolidar la informacion, y
de esta manera a través de aplicacién de redes neuronales controlar la produccién de la planta de

manera remota con solo interactuar con un agente.
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ANEXO

Agente detector de fallas

A.1. Implementaciéon en MATLAB
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