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Resumen

En este documento se presenta el desarrollo de una aplicaciéon para la gestiéon y
monitorizacién remota de nodos con capacidad para integrarse en escenarios disefiados para
Smart Cities. En concreto, la aplicacion permite monitorear variables tales como la carga de
la CPU, el uso de la memoria, la temperatura del dispositivo y el consumo de energia. En
cuanto al dispositivo a gestionar, este consiste en una plataforma Raspberry Pi 4 con el
sistema operativo Raspberry Pi OS 1.4, sobre la cual se instalaron sensores para la
adquisicién de datos de geolocalizacién y variables ambientales como contaminacién,
temperatura y luz, asi como el uso de una bateria para energizar el nodo.

En la tarea de gestién de los nodos se empleé el protocolo SNMPv3 (Simple Network
Management Protocol), de esta manera el usuario tiene la posibilidad de optimizar los
recursos del sistema (sensores y consumo energético).

La aplicacién se desarroll6 utilizando el framework Node-RED, en un ordenador con
el sistema operativo Ubuntu 20.04. Esta aplicacién cuenta con una interfaz de usuario y la
capacidad de conectarse a la nube de IBM para su monitoreo desde Internet.

La conexion entre los nodos se realizé mediante una red Ad Hoc multi-salto.
Adicionalmente, en el ordenador se configuré un gateway por defecto que permite la conexién
de los nodos Ad Hoc hacia Internet.

Con la finalidad de emular una red tipo Ad Hoc multi-salto con cuatro nodos, se utiliz
la herramienta NS3, la misma que permite adecuar el escenario a uno real al realizar las
simulaciones utilizando hardware sobre contenedores Linux. De esta forma fue posible
inyectar trafico SNMP real en la red simulada.

Para la evaluacién de la red se empled un escenario multi-salto conformado por cuatro
nodos fijos. Se realizaron experimentos empleando enrutamiento estatico y dinamico
mediante OLSR (Optimized Link Route State). Y finalmente se plante6 un experimento
adicional considerando un quinto nodo con capacidad de desplazamiento.

En la red emulada se realizé el analisis de métricas de red como: el trafico, el
porcentaje de recepcién de paquetes, el retardo de la red y por Gltimo se midié la capacidad
de ancho de banda.

Palabras Clave: SNMP. CPU. Gateway. Delay. Throughput. Smart City. Framework.
Ad Hoc. NS3. Node-RED.
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Abstract

In this document the development of an application for the remote management and
monitoring, is presented, with capabilities to integrate into scenarios designed for Smart
Cities. Specifically, the application enables monitoring variables as: CPU load, memory
usage, device temperature and power consumption. On a Raspberry Pi 4 with Raspberry Pi
OS 1.4 as operating system, the installation of environmental and geolocation sensors as:

pollution, temperature and light, furthermore, the use of a battery to power the node.

In the node management task, the SNMPv3 (Simple Network Management Protocol)
is implemented for resource management of the node. Thus, the user has the possibility to

optimize system resources (sensors and power consumption).

The application is developed in the framework Node-RED in a computer with the
operating system Ubuntu 20.04. This application has a user interface and the capacity to

connect to the IBM cloud for monitoring from the internet.

The connection between the nodes is made through an Ad Hoc network, in the
computer a default gateway is configured that allows the network connection to the internet

from the Raspberry Pi.

In order to emulate a multi-hop Ad Hoc network with four nodes, the NS3 tool is used,
which allows to adapt the scenario to a real one by performing simulations using hardware
on Linux containers, through real SNMP traffic is injected into the network in static and
mobile scenarios, using static routing and the OLSR (Optimized Link Route State) protocol.
Finally, an additional experiment was proposed considering a fifth node with displacement

capacity.

In the emulated network, the analysis of network metrics such as: throughput,

percentage of packet reception, delay and the network bandwidth capacity are measured.

Keywords: SNMP. CPU. Gateway. Delay. Throughput. Smart City. Framework. Ad
Hoc. NS3. Node-RED.
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Capitulo 1: Introduccién y objetivos

Los sistemas de gestién basados en la tecnologia del IoT (/nternet of Things) constituyen una
solucién tecnoldgica actual enfocada en la captura, procesamiento de eventos y variables
fisicas. Su operacion es resultado de la interconexién y cooperacion entre diversos tipos de
agentes, tal como usuarios, sensores y actuadores.

En concreto, aplicaciones como por ejemplo el control del trafico vehicular, la gestiéon de
movilidad, el andlisis de variables climaticas, la caracterizacién de escenarios urbanos, los
sistemas de monitorizaciéon para alerta ante emergencias, la agricultura de precision, entre
otras, son algunas de las opciones posibles. Dichas aplicaciones representan la base
tecnolégica para un desarrollo urbano basado en la sostenibilidad con eficiencia en
infraestructura, seguridad y prestaciéon de servicios.

En este capitulo se presenta la definicion del problema que se trata en el trabajo de titulacién,
asi como la justificaciéon y sus objetivos, y finalmente se detalla la estructura general del
documento.

1.1 Definicién del problema

El término Smart Cities, se utiliza para referirse a ciudades que tiene por caracteristicas
incluir el uso de las Tecnologias de la Informacién y Comunicacién (TIC por sus siglas en
inglés) para la recopilacién, transmisién y procesamiento de la informacién de manera que
se puedan resolver problemas de desarrollo urbano relacionados con la gestién de transporte
publico, la gestién energética, la sostenibilidad, entre otros [1].

En cuanto a la recopilacion y generacién de datos, estos se obtienen principalmente gracias
al despliegue de redes inalambricas de sensores, las cuales se pueden implementar en
muchas aplicaciones industriales y de consumo. En estas aplicaciones se utiliza el IoT,
tecnologia que consiste en instalar diferentes tipos de sensores (RFID, IR, GPS, entre otros)
y conectarlos a Internet a través de diversos protocolos para el intercambio de informacién.
De esta forma es posible implementar aplicaciones como por ejemplo sistemas de
reconocimiento inteligente, sistemas de ubicacién, seguimiento, monitoreo y gestién [2][3].

En particular, las redes de sensores se utilizan en varias aplicaciones relacionadas a las
Smart Cities tales como el monitoreo de fenémenos ambientales a través de diferentes
plataformas sensorizadas en un campus universitario [4], el control de trafico en las
intersecciones basado en una red Ad Hoc para realizar transporte inteligente [5], el monitoreo
de gases nocivos, asi como la temperatura y humedad para un sistema de automatizacion
industrial inaldmbrico y seguro [6], la atencién médica por medio de datos recolectados del
cuerpo humano y subidos a la nube para su posterior andlisis [7], el SHM (Structural Health
Monitoring) para el control de seguridad y costos de mantenimiento [8].
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Por otra parte, una configuraciéon de especial interés en cuanto a las redes de sensores
consiste en la interconexién de tipo multi-salto, donde cada nodo depende del nodo vecino
para reenviar sus paquetes [9]. Este tipo de red puede ampliar su cobertura facilmente y
mejorar la conectividad sin el despliegue de una infraestructura cableada. Ademas, multiples
rutas pueden estar disponibles para aumentar la robustez de la red. Sin embargo, debido al
uso de baterias una desventaja es su limitada capacidad energética que afecta al tiempo de
vida de la red, la tasa de envio de paquetes y el throughput [10].

Ademas de las aplicaciones antes mencionadas existen también soluciones como las redes
vehiculares destinadas a reducir la congestiéon del trafico y disminuir el ntimero de
accidentes. De igual forma, aplicaciones que usan la adquisiciéon de datos de usuarios
mediante teléfonos modviles para compartir, interpretar y verificar informaciéon sobre el
comportamiento de los usuarios y el entorno social [11]. También se tienen aplicaciones como
las WBAN (Wireless Body Area Network) que se utilizan para servicios médicos; estas redes
reducen el numero de mensajes de control entre los dispositivos para tratar de contrarrestar
el problema de la eficiencia energética [12].

Para la visualizaciéon y monitorizacion de los resultados obtenidos por las aplicaciones, una
solucién comun es el uso del framework Node-RED, ya que permite el desarrollo de
aplicaciones IoT por medio de programaciéon basada en flujo. Adicionalmente, proporciona
diferentes funciones para la integracion de dispositivos de hardware IoT; esta herramienta
permite definir graficamente flujos de servicios a través de protocolos estandar, usar
funciones API (Application Programming Interface), leer y escribir pines GPIO (General
Purpose Input/Output) de Raspberry Pi [11]. En lo que respecta al uso de esta herramienta
se tienen varias aplicaciones, por ejemplo, un sistema de apagado automatico de luz y aire
acondicionado para eficiencia energética en edificios [12], de manera similar un sistema de
supervisién y control para un centro de transmisién de datos ambientales [13].

Con referencia a las aplicaciones en donde se cuenta con una red de sensores, la principal
caracteristica que se busca implementar es el permitir gestionar tanto los dispositivos como
la informacién de forma remota. Para este objetivo se utilizan protocolos de administracién
de red teniendo en cuenta principalmente las limitaciones de memoria de los dispositivos, asi
como también la eficiencia energética de los mismos. Las soluciones implementadas
comunmente se basan en los protocolos SNMP, Zabbix y MQTT. Entre estas opciones se ha
seleccionado el protocolo SNMP debido a que se trata de un mecanismo estandar, robusto,
escalable y compatible con una diversidad de dispositivos.

Es importante mencionar una ventaja del protocolo seleccionado, ya que SNMP presenta un
bajo consumo de energia respecto a otras alternativas, debido a que utiliza el protocolo UDP
(User Datagram Protocol) junto con el menor tamafio del agente al momento de leer datos
[14]. En relacién a SNMP, existe una variedad de aplicaciones orientadas a Smart Cities,
por ejemplo, en sistemas de telemetria en ambientes urbanos [15] y monitoreo de procesos en
la produccién de alimentos [16].
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1.2 Justificacién

Con el avance de la tecnologia las aplicaciones enfocadas en Smart Cities van tomando cada
vez una mayor importancia. El crecimiento de la poblacion y la migracién de personas de las
areas rurales hacia las ciudades. En tal sentido, se requiere administrar entornos orientados
al IoT de manera simple, sin importar el enfoque, los equipos, ni las variables a ser
administradas. Para esto se utiliza el protocolo SNMP que es un estandar robusto en este
cometido.

En tal contexto, es fundamental contar con una interfaz de usuario que permita monitorear
las variables y el estado de la red. En este cometido, el framework Node-RED permite la
creacién y diseio de una interfaz utilizando programacién basada en flujos, lo que es una
ventaja frente a otras alternativas.

En cuanto a las redes de sensores no estructuradas, estas no requieren de infraestructura
como enrutadores o estaciones base para su funcionamiento. Por lo que cabe destacar que
pueden ser desplegadas en practicamente cualquier escenario de Smart Cities.

1.3 Alcance de la propuesta

El trabajo experimental consta de dos partes, la primera es el desarrollo de una aplicacién
para la gestién y monitorizacién remota de nodos. En concreto la aplicacién permite el
monitoreo de variables de rendimiento del nodo como la carga del CPU, el uso de la memoria,
la temperatura del nodo y el consumo de energia. Con tal finalidad, se implementaron dos
nodos mediante la plataforma Raspberry Pi. Sobre dicha plataforma, se instalaron sensores
de geolocalizacién y de variables ambientales como contaminacién, temperatura y luz; asi
como el uso de una bateria para la alimentacién.

En la tarea de monitoreo y gestién se emplea el protocolo SNMPv3 que otorga capacidades
de autenticacién y control de acceso. En particular, a través de los mensajes generados por el
protocolo SNMP, la aplicacién es capaz de administrar los recursos de los nodos, como por
ejemplo seleccionar un perfil de consumo de energia o establecer un control sobre los sensores
(activar o desactivar dispositivos).

Para administrar recursos del nodo, el sistema tiene la capacidad de optimizar los recursos
del sistema, como la seleccion de un perfil energético predefinido, la capacidad de
encender/apagar sensores y establecer un modo de ahorro de energia.

Para el desarrollo de la aplicacion se utilizé el framework Node-RED integrandolo con el
protocolo SNMP en un ordenador con el sistema operativo Ubuntu 20.04. Adicionalmente, la
aplicacién cuenta con una interfaz de usuario y la capacidad de conectarse a la nube de IBM
para su monitoreo desde Internet.
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La conexion entre los nodos se realizé mediante una red Ad Hoc con un enrutamiento estatico
y en uno de los nodos se configuré un gateway por defecto que permite la salida de la red
hacia internet.

Para la segunda parte del trabajo, se empled la herramienta NS3 con la finalidad de emular
una red tipo Ad Hoc multi-salto con cuatro nodos. Para adecuar el escenario a uno real, se
utilizan contenedores Linux lo que permite emular los nodos sobre hardware. De la misma
manera los contenedores permiten inyectar trafico SNMP real a la red.

Por medio de esta simulacién se obtienen métricas de red como: throughput, porcentaje de
recepcién de paquetes y retardo de la red. La simulacion se realiza en distintos escenarios:

= (Cuatro nodos fijos y enrutamiento estatico.
»= Cuatro nodos fijos y enrutamiento dinamico OLSR.

= (Cuatro nodos fijos con un quinto nodo mévil que se desplaza hacia el primero con
enrutamiento dinamico OLSR.

= Medicién del ancho de banda de la red con los cuatro nodos fijos.

1.4 Objetivos

1.4.1 Objetivo General

Implementar un sistema de gestién para la administracion y monitorizacién de nodos con
capacidades de integrarse en aplicaciones enfocadas en Smart Cities.

1.4.2 Objetivos Especificos

1. Implementar una red Ad Hoc entre dos nodos para la aplicacion de gestiéon y
monitoreo.

2. Utilizar el protocolo SNMPv3.
3. Integrar el protocolo SNMPv3 con el framework Node-RED.
4. Utilizar sensores ambientales y de geolocalizacién.

5. Implementar una interfaz con conexion a Internet en uno de los nodos.
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6. Emular una red multi-salto Ad Hoc de cuatro nodos utilizando NS3 para inyectar
trafico SNMP y evaluar métricas de red.

1.5 Estructura del documento

El documento se encuentra estructurado de la siguiente manera. En el Capitulo 2, se presenta
el marco tedrico en donde se detallan los conceptos de Smart Cities e 10T, los framework mas
conocidos para el desarrollo de aplicaciones IoT. Por otra parte, se detallan conceptos
relacionados al funcionamiento del protocolo SNMP, necesarios para la implementacién de la
aplicacién; asi como la gestién de dispositivos y seguridad que se incorpora en la tercera
versién de SNMP. Finalmente, se presenta una descripcién de las redes Ad Hoc y conceptos
sobre el simulador NS3.

A continuacién, en el Capitulo 3, se presentan los principales trabajos relacionados
disponibles en la literatura respecto a aplicaciones para Smart Cities mediante redes no
estructuradas y los protocolos que se utilizan. En el Capitulo 4, se detalla la arquitectura del
sistema de gestién, en especial la configuraciéon de SNMP, el proceso de desarrollo de la
aplicacién y la implementaciéon de la red Ad Hoc.

Luego en el Capitulo 5, se exponen los resultados de las pruebas realizadas en el software de
gestién. En el Capitulo 6, se describe el procedimiento para la emulacién de la red Ad Hoc
multi-salto en distintos escenarios y se realiza el analisis de cada uno. Finalmente, en el
Capitulo 7 se exponen las conclusiones y recomendaciones del trabajo de titulacion.
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Capitulo 2: Marco tedrico

En este capitulo se describen los principales conceptos relacionados con el ambito de las
Smart City e 10T, los mismos que permiten comprender hacia qué escenarios esta destinado
el trabajo de titulacion. Se hace un repaso entre los principales frameworks para el desarrollo
de aplicaciones IoT.

Se detalla el protocolo SNMP, el cual esta formado de varios componentes y una estructura
definida de mensajes ya que es de importancia para el desarrollo de la aplicacion. De la misma
manera, se describe la gestién de los dispositivos y la seguridad que ofrece la tercera versién
de SNMP.

Se realiza una descripciéon de las redes Ad Hoc donde se presentan las principales ventajas y
desventajas respecto a las redes estructuradas. Finalmente, se repasan conceptos basicos
sobre el simulador NS3 y contenedores Linux.

2.1 Smart Cities

El desarrollo de las ciudades durante el Siglo XXI y la investigacién de actividades para
ciudades inteligentes se ha vuelto una prioridad, a la vez que tecnologias de la informacién y
comunicacién han avanzado de manera exponencial. La migracién de la poblacién de areas
rurales a las ciudades requiere nuevos métodos para administrar la complejidad de la vida
urbana [17].

2.1.1 Definicién

No existe una definicién universalmente aceptada de Smart City, ya que depende del nivel
de desarrollo, recursos y aspiraciones de los residentes de la ciudad, sin embargo, algunos
especialistas [17] han sugerido algunas definiciones como:

» Una Smart City utiliza las tecnologias de la informacién y comunicacién para mejorar
su habitabilidad y sustentabilidad.

* Una ciudad que monitorea e integra las condiciones de su infraestructura critica como
las obras civiles, las comunicaciones, los sistemas de distribucién de agua y energia.
Con el fin de optimizar los recursos, la planificacién de actividades de mantenimiento
y monitoreo de seguridad, mejorando los servicios para los ciudadanos.
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* Esun espacio geografico determinado capaz de manejar recursos naturales, humanos,
edificios e infraestructura, que genera el estilo de vida del lugar de manera
sustentable y que no sea perjudicial para el medio ambiente.

2.1.2 Caracteristicas y herramientas

Una Smart Citytiene dos componentes principales: caracteristicas y herramientas. Entre las
caracteristicas inteligentes se encuentran: la innovacién, su habitabilidad, la eficiencia, que
sea resiliente, amigable con el medio ambiente y energéticamente sostenible. En cuanto a las
herramientas que se utilizan para lograr estas caracteristicas se tienen las tecnologias de la
informacién y comunicacién, manejo de datos, enfoque participativo por parte de los
integrantes de la ciudad, y financiacién ya sea publica o privada [18] [19].

2.2 Tecnologia IoT y frameworks

2.2.1 IoT (Internet of Things)

El IoT es una infraestructura global para la sociedad de la informacién, que propicia la
prestacion de servicios avanzados mediante la interconexién de objetos fisicos y virtuales. En
particular, esto se da gracias a la interoperatividad de las tecnologias de la informacién y
comunicacién, implementadas en el presente y las que seran desplegadas en el futuro [19].

En este sentido se aplica el uso de herramientas de adquisicién de datos, procesamiento y
comunicacién, con el fin de obtener objetos para ofrecer servicios como se presenta en la
Figura 1, los cuales estan destinados a todo tipo de aplicaciones, garantizando requisitos de
seguridad y privacidad.
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Comunicacién a
cualquier INSTANTE
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Comunicacién en
cualquier LUGAR

. Entre computadoras
¢  Entre humanos

. ., e De humano a objeto
Comunicacién con

cualquier OBJETO

Figura 1: Posibilidad de comunicacién que afiade IoT

Los objetos mencionados pueden pertenecer al mundo fisico (equipos eléctricos, bienes, entre
otros) o al mundo virtual (software, contenido multimedia, entre otros) y estos se pueden
integrar en redes de comunicacién. En la Figura 2, se observa que estos objetos tienen
informacién conexa, que puede ser estatica o dindmica ya sea por medio de un gateway o
directamente entre ellos.
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Figura 2: Descripcién técnica de un entorno IoT

Para cada objeto, existe un dispositivo que es una pieza con capacidades de comunicaciéon y
en algunos casos de deteccidn, accionamiento, adquisicidén, almacenamiento y procesamiento
de datos. En cuanto a las aplicaciones y servicios IoT, generalmente ofrecen capacidades
genéricas como pueden ser autenticacidon, gestion de dispositivos, adquisicién de variables,
entre otros.

La infraestructura en la que se encuentran tanto objetos como dispositivos, puede crearse
mediante redes existentes basadas en TCP (7ransmission Control Protocol) en redes
evolutivas. En la Figura 3, se relacionan los tipos de dispositivo y la relacién que tienen con
objetos fisicos.
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Figura 3: Tipos de dispositivos y su relacién con objetos fisicos

2.2.2 Tipos de dispositivos

Los dispositivos IoT deben cumplir un requisito minimo que es disponer capacidades de
comunicacién, en base a esto se dividen en los siguientes tipos [19]:

e Dispositivos de transporte de datos: Es un dispositivo que va con un objeto fisico y
sirve para la conexién con las redes de comunicacién.

e Dispositivo de adquisiciéon de datos: Dispositivo con capacidad para interactuar con
objetos fisicos de manera directa o indirecta, a través de dispositivos de transporte de
datos.

e Dispositivo de deteccién y accionamiento: Dispositivo que mide informaciéon de su
entorno y la convierte en sefiales electrénicas digitales. Por lo general, forman redes
locales que luego se conectan a redes de comunicacién mas grandes.

e Dispositivo genérico: Dispositivo que cuenta con capacidades de procesamiento y
comunicacién. Los dispositivos generales incluyen equipos y aplicaciones para
diferentes dominios de aplicacién IoT, como pueden ser maquinas industriales,
electrodomésticos y teléfonos inteligentes.

2.2.2.1 Caracteristicas fundamentales

Como caracteristicas principales del IoT se destacan las siguientes:

» Interconectividad: Hacia una infraestructura de informacién y comunicacion.
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» Heterogeneidad: Es fundamental ya que los dispositivos IoT vienen de distintas
plataformas y fabricantes. Ademas, se considera que estos deben interactuar entre si.

=  (Cambios dinamicos: En el estado de los dispositivos debido a su disponibilidad,
ubicacién, velocidad y el numero de dispositivos puede ser variable.

= Kscalabilidad: Debido a que en el futuro el namero de dispositivos a gestionarse puede
ser mayor al nimero de dispositivos conectados hoy en dia a Internet.

2.2.3 Frameworks

Existe una variedad de frameworks orientados al desarrollo de IoT, algunas propuestas son
de software libre y otras de propietario. Cada uno de estos frameworks permiten la
integracién de dispositivos y la gestién tanto por medio de la nube como a través de redes
locales. En la Figura 4, se destacan los mas importantes con sus principales caracteristicas.

Frameworks
\
, ! )
Amazon Web ARM Mbed IoT || Azure IoT Suite || Android Things Kura NodeRED
Services loT Plataforma IoT ||e Plataforma de e Desarrollado ¢ F;‘:rr;g:zr)ork del giefll;as?;fcﬁig
Plataforma de para Microsqft. por Google. I];}clfpse. basada en
Cloud ToT. microcontrolad ||e Propohrcmna . Dlspone del e Permite flujos.
Soluciones: ores ARM. capacidades de smtem.a gestionar la Desarrollada
Comerciales DISP.OI.le de la plataforma operat.lvo interaccién de originalmente
industriales’y SErvIClos de: Aure. An.d roid dispositivos IoT por IBM.
consumo. smtem.a ¢ Spporta . Thmgs.. . en una red Software libre
Ofrece software opera"mvo, diversos tipos * lLa aphcacml.l local a través basado en
ara segu.rldad y d.ei harware, Weav.e permite de Internet. JavaScript
gispositiovs gestion. sistemas el registro de e Soporta la Permite .
control y , Sopo?ta un operatiy 08y diSQOSitiVOS Y programacién conectar
conectividad amplio grupo lenguajes (%e envio de datos basada en hardware y
’ de protocolos. programacion. a la nube. . .
flujos. servicios IoT.

Figura 4: Principales framework de desarrollo IoT

2.3 El protocolo SNMP

El protocolo SNMP, es un estandar para administrar dispositivos en redes IP [20]. Este
protocolo brinda la capacidad de configurar, monitorizar y corregir un sistema de manera
remota mediante un conjunto de operaciones simples. SNMP puede usarse para administrar
una gran variedad de tipos de dispositivos.
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El protocolo SNMP ha sido desarrollado por el IETF (/nternet Engineering Task Force) y esta
definido en la RFC 1157 [21]. El protocolo SNMP cuenta con tres versiones SNMPv1,
SNMPv2c y SNMPv3, las cuales se diferencian por las mejoras y ventajas que se integran
entre las versiones, relacionadas principalmente a la seguridad. En la pila de protocolos se
encuentra en la capa de aplicacién. Los mensajes SNMP, estos se encapsulan en datagramas

UDP.

Los mensajes que se generan de una consulta o respuesta se envian hacia el puerto 161 y los
mensajes que se originan de una notificacién se envian hacia el puerto 162. En la Figura 5,
se observan los protocolos que intervienen en el transporte de un mensaje SNMP.

ADMINISTRADOR AGENTE
| Capa de Aplicacion: SNMP | | Capa de Aplicacion: SNMP |
I Capa de Transporte: UDP | | Capa de Transporte: UDP |

Capa de Red: IP

f—l-Ie dio de Transp 01164'?

Figura 5: Transporte de un mensaje SNMP

2.3.1 Componentes del protocolo SNMP

Los componentes fundamentales para el funcionamiento de SNMP se describen a
continuacién [21]:

Administrador de red (NMS): Es el encargado de controlar y monitorear a los
dispositivos que componen la red. Ademas, se encarga de recibir las notificaciones y
respuestas enviadas por los agentes, en las cuales se obtiene informaciéon de los
elementos gestionados.

Agente: Es un programa que se encuentra en los dispositivos gestionados y se encarga
de responder las peticiones realizadas por el administrador. Asi como también el envio
de notificaciones cuando sucede un evento con el elemento gestionado.

Base de informacién administrada (MIB): Es la base de datos que contiene la
informacién de los objetos gestionados, la cual es manejada por el agente que puede
consultar o alterar esta informacién.

Protocolo de administracién: Es el protocolo que establece normas, para la
comunicacién entre un agente y un administrador, asi como el manejo de la MIB. Con
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SNMP, la comunicacién se da por medio de tres procesos: las consultas, las respuestas
y las notificaciones.

Los componentes de la arquitectura se pueden ver en la Figura 6, donde se resaltan cada uno
de los elementos fundamentales del protocolo SNMP. Adema4s, se observan los procesos que
se generan en la comunicacion entre el agente y el administrador.

ADMINISTRADOR
(NMS) Consulta/Selicitud

de Variahble

Respuesta a solicitud
+— e - —_
Notificacion

DE

ADMINISTRACION

AGENTE

Figura 6: Arquitectura de SNMP

2.3.2 Representacion de la informacién gestionada

Para acceder a la informacién de los objetos gestionados, se usa la MIB. Los elementos que
componen esta base son definidos mediante la SMI (Management Information Base). Este
estandar se emplea para definir como se nombran los objetos gestionados y especificar el tipo
de datos que contiene. E1 MIB se organiza en forma de un arbol, en el que cada nodo se asocia
un nimero entero positivo [22]. En la Figura 7, se observa el arbol definido por la ISO, donde
se puede apreciar la jerarquia de la MIB y en la que se verifican los niveles correspondientes
a las distintas organizaciones.
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directory (1) mgmt (2) exper(ig)] Al private (4)

Figura 7: Arbol de Objetos SMI

Existen dos versiones de la MIB, la MIB-I o concisa y la MIB-II, las cuales se encuentran
definidas por los RFC 1212 y 1213 respectivamente. Estas versiones se diferencian entre si
por las mejoras que se incluyen, tales como el agregar y depurar objetos ya definidos [23].
Cada objeto que esta definido en la MIB-I tiene un nombre o OID (Object Identifier), un tipo-
sintaxis, y una codificacién [22], como se lista a continuacién:

= OID: Identifica univocamente a un objeto, es una secuencia de nimero enteros
positivos, que estan separados por un punto. Para identificar un objeto se debe
recorrer desde la raiz hacia el nodo de interés.

» Sintaxis: Define la estructura de datos del tipo de objeto.

»  Codificacién: Define las reglas de codificaciéon basica.

La version MIB-II agrega campos opcionales a un objeto, lo que otorga més control sobre el
acceso hacia un objeto. Los nuevos campos son [20]:

»  UnitParts’ Descripcion de las unidades utilizadas para representar al objeto.

» MAX-ACCESS: El acceso que se otorga a un objeto, puede ser lectura, escritura, no
accesible y accesible para notificacion.
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» STATUS: Campo que se amplia, para poder utilizar las palabras clave obsolete y
deprecated.

» ARGUMENTS: Permite agregar una o mas columnas a una tabla.

2.3.3 Mensajes SNMP

La PDU (Protocol Data Unit), es el formato de mensaje que usa el administrador y los agentes
para el envio y recepcion de informacion. Las operaciones mencionadas a continuacién, tienen
un formato PDU estandar: Get, GetNext, Set, GetResponse, Trap.

Un mensaje del protocolo SNMP, esta compuesto por un identificador de versién, un nombre
de comunidad y un PDU, y se define mediante el estdndar ANS.1 (Abstract Syntax Notation
One) como se indica a continuacién [20]:

Message '= SEQUENCE {
version INTEGER
community OCTET STRING,
data ANY }

En la Tabla 1, se observa la estructura de los formatos de los PDUs del protocolo, entre los
que se encuentra en primer lugar la version de SNMP utilizada, luego, la comunidad que es
la relacién que existe entre un agente y un grupo de aplicaciones SNMP y, por ultimo, el
campo relacionador a SNMP PDU que se detalla a continuacién.

| Versién | Comunidad | SNMP PDU |

Tabla 1: Mensaje SNMP

El campo relacionador a SNMP PDU puede tomar uno de los siguientes cinco valores,
GetRequest, GetNextRequest, GetResponse, SetRequest y Trap [23]:

» La PDU del tipo GetRequest realiza la consulta del valor de una o varias variables.
En respuesta a este PDU, se obtiene un PDU de tipo GetResponse, con los valores de
las variables solicitadas.

» La PDU GetNextRequest se utiliza para consultar el valor de la siguiente variable a
la indicada o indicadas.

* En el tipo GetResponse, se origina como respuesta a las PDUs de tipo GetRequest,
GetNextResquesty SetRequest.
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= La PDU SetRequest se utiliza para cambiar o establecer el valor de una o mas
variables de la MIB. Para cambiar un valor se debe tener un permiso de lectura-
escritura.

La Tabla 2, muestra la estructura de un mensaje generado por las operaciones mencionadas
anteriormente, donde se destaca el Tipo PDU que indica el tipo de PDU que va en el mensaje,
el cual puede ser de tipo Request o Response. De la misma manera se encuentra la ID Petition
que se utiliza para distinguir entre las solicitudes, cada solicitud tiene una identificacién
Unica. Ademas, permite identificar respuestas repetidas.

| Tipo PDU | ID Petition| 0 | 0 | Campos Variables |

Tabla 2: Get Request, GetNextRequest y SetRequest PDU

La estructura de un mensaje especificamente del tipo Get Response PDU, se pueden observar
en la Tabla 3.

| Tipo PDU | ID Petition | FError-Status | Error-]ndex| Campos Variables |

Tabla 3: Get Response PDU

Entre los parametros presentados de en la Tabla 3, se detallan los tipos de errores que se
pueden presentar.

»  FError-Status’ Indica el tipo de error que se genera, este puede tomar los valores
de la Tabla 4.

Error-Status Descripeién
nokError Sin error.
tooBig La respuesta es demasiado grande.
noSuchName La variable consultada no existe.
badValues | El valor asignado por SetRequest no es el correcto.
readOnly La variable a modificar, es de solo lectura.
genkFrres Cualquier tipo de error.

Tabla 4: Errores generados en un 7rap-PDU

» FKrror-Index:Muestra la posicion de la variable responsable del error.

= En caso de no haber errores el receptor devuelve una PDU de tipo Response
con el campo Error-Status establecido a NoErrory Error-Index a 0.

» Mediante la PDU del tipo 7raplos agentes informan que se ha dado un suceso inusual
en el dispositivo gestionado. Este mensaje se genera de manera asincrona ya que debe
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ser reportado sin la necesidad de una solicitud. En la Tabla 5, se observa la estructura
de un mensaje de tipo Trap.

Tipo Empresa Direccién Trap Trap Time- Campos
PDU P agente genérico especifico stamp Variables

Tabla 5: Trap PDU
En esta estructura de mensaje se pueden encontrar los siguientes parametros:

= Empresa: Representa el tipo de objeto que genera un Trap.
=  Direccién agente: Es la direccion de red del objeto generador del Trap.

»  Trap genérico: En la Tabla 6, se observan los 7rap genéricos que se pueden generar.

Trap Descripcién
Cold Start Cuando un agente se reinicia y su configuraciéon cambia.
Warm Start Cuando un agente se reinicia y no se dan cambios en la
configuracién.
Link Down Cuando se producen problemas en los enlaces de comunicacién.
Autbeqtzcatlon Fallas en la autenticacion.
Failure

Egp Neighbor Loss Si un vecino EGP no esta disponible.
EnterprisseSpecific Cuando no se puede clasificar un trap.

Tabla 6: Trap genéricos

= Trap especifico: Es un cédigo especifico del Trap.

»  Time-stamp: Es el tiempo transcurrido entre la Gltima vez que se reinici6 el dispositivo
de red y la generacion del Trap.

» Campos variables: Es una lista de nombre de variables con sus correspondientes
valores, normalmente contiene datos solicitados por una operacién Geto Trap.
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2.3.4 SNMPv3 (Versién 3)

La versién 3 de SNMP esta definida en la RFC 3410, y proporciona seguridad a través de
mecanismos de autenticacién y encriptacién de los paquetes a través de la red [24]. Las
principales caracteristicas que se integran en esta versién son:

» Autenticacién: Determina que los mensajes provengan de una fuente valida,
proporciona una identidad al usuario desde el cual se generan los mensajes.

* Encriptacién: Evitan que el contenido de un mensaje sea observado por una fuente
externa. Realiza el proceso para que los mensajes generados entre el agente y
administrador sean confidenciales.

El protocolo SNMPv3 implementa el modelo de seguridad de usuario (USM por sus siglas en
inglés) y un modelo de control de acceso (VACM por sus siglas en inglés), los cuales se definen
en la RFC 3414 y RFC 3415. Debido a esta funcionalidad, la arquitectura para esta versién
presenta cambios.

= Modelo de seguridad basado en usuarios: Se encarga de verificar que los mensajes
recibidos, no hayan sido modificados. Adema4s, controla que el contenido de cada uno
de los mensajes esté protegido contra la divulgacién [25].

=  Modelo de control de acceso basado en vistas: Realiza el control de tipo de acceso el
cual puede ser de lectura, escritura o notificacién [26].

2.3.4.1 Arquitectura SNMPv3

De acuerdo a la RFC 2271, los elementos que componen la versiéon 3 de SNMP se conocen
como entidades. Cada entidad se encarga de realizar una funcion especifica y contiene un
motor SNMP que se encarga del envio y recepcién de mensajes SNMP [27]. Los elementos
que conforman el motor SNMP son:

= Despachador: Realiza el trabajo de enviar y recibir mensajes, hacia otras entidades.

» Subsistema de procesamiento de mensajes: Prepara los mensajes que se van a enviar
y extrae la informacién de los mensajes que se reciben.

=  Subsistema de seguridad: Provee de servicios de autenticacién y privacidad, para lo
cual se utilizan algoritmos MD5 o SHA para la autenticacién y los algoritmos DES y
AES para realizar el cifrado y descifrado de los mensajes.

» Subsistema de control de acceso: Controla el acceso y las operaciones que un usuario
puede realizar en los objetos de la MIB.
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La entidad SNMP también esta compuesta de aplicaciones SNMP, los cuales son: el
generador de comandos, un contestador de comandos, un generador de notificaciones, un
receptor de notificaciones y un despachador proxy [27].

» Generador de comandos: Se encarga de supervisar y manipular la administracién de
los datos.

= Contestador de comandos: Este proporciona acceso a los datos de gestion.

* Originadores de notificacién: Inician mensajes asincronos para indicar un evento
inusual.

= Receptor de notificaciones: Procesan los mensajes asincronos recibidos.

» Despachador proxy- Realiza el reenvio de mensajes entre entidades.

2.3.4.2 Mensajes SNMPv3

La versién 3, posee un formato de mensaje especifico para la transferencia de informacién
entre entidades. El mensaje contiene un encabezado y la PDU correspondiente a las
operaciones de SNMP [24]. En la Tabla 7, se presenta el formato de mensaje.

Formato Descripcion
msgVersion Version del mensaje SNMP, establecida en 3.
msglD Identificador de mensajes de solicitud y respuesta.
msgMaxSize Tamarno maximo de un mensaje admitido por SNMP.
msgFlags Cadena de ocho bits, que informg si un mensaje debe
generar una PDU de informe.
msgSecurityModel Indica el modelo de seguridad utilizado.

msgAuthoritativeEnginelD

msgAuthoritative EngineBoots

msgAuthoritativeEngineTime

msgUserName

msgAuthenticationParameters

msgPrivacyParameters

Cadena que contiene la informacién generada por el
subsistema de seguridad.

contextEnginelD Identifica de forma tnica a una entidad SNMP.
contextName Identifica un contexto del motor SNMP.
PDU Son las PDU generadas por las operaciones SNMP.

Tabla 7: Formato de mensajes SNMPv3
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2.4 Gestion de dispositivos y seguridad

La gestién de red o dispositivos, se define como el conjunto de acciones con las cuales se
realiza el control, organizacién y supervision de los recursos de los dispositivos o la red. De
manera que se garantice una adecuada calidad de servicio con el minimo costo. Logrando asi
mejorar la disponibilidad, rendimiento y efectividad de los sistemas [28].

2.4.1 Procesos de la gestién de dispositivos

Las principales operaciones que se realizan en la gestiéon son la monitorizacién y el control
[28].

=  Monitorizacién: Obtiene la informacién de los dispositivos de la red. La informacién
monitorizada puede ser estatica cuando no cambia con el tiempo o dindmica cuando
cambia frecuentemente.

= Control: Mejora el rendimiento de los servicios, mediante la definicién de la
informacién de configuracion, el cambio de atributos y la modificacién de relaciones.

2.4.2 Modelos de administracién ISO

El modelo ISO, define cinco areas correspondientes a la gestién conocidas como FCAPS
(Fault, Configuration, Accounting, Performance, Security) que se describen a continuacién
[20]:

*  Gestién de Fallos (Faulf): Monitoriza un dispositivo o red gestionada, con el fin de
detectar, registrar y notificar al usuario de problemas suscitados. De esta manera, se
busca cumplir con componentes: fiabilidad, disponibilidad y la supervivencia.

* Gestién de la Configuracién (Configuration): Realiza la monitorizacién de la
informacién, modificacién de la configuracion de los dispositivos y el almacenamiento
de la informacion.

*  Gestién de la Contabilidad (Accountating): Verifica que los recursos de la red sean
utilizados de manera eficiente.

* Gestién de las Prestaciones (Performance): Evaltia el comportamiento de los
elementos de la red, y su efectividad. Para lo cual realiza el analisis estadistico de los
datos obtenidos.
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Gestién de la Seguridad (Security): Controla el acceso a los recursos, ademds de
ayudar a detectar y prevenir ataque que ponen en riesgo el funcionamiento de los
dispositivos o la red.

2.4.3 Arquitectura de gestion de red

Existen tres modelos basicos que definen como se realiza la gestién de una red [29]:

Administraciéon ISO: Definido por la ISO para gestionar los recursos de una red
siguiendo el modelo de la ISO presentada anteriormente.

Administracion de Internet: Esta basado en el modelo del protocolo SNMPv2 y utiliza
una arquitectura del tipo administrador-agente.

Arquitectura TMN3: Est4 definida por la ITU (International Telecommunication
Union) para gestionar las redes de telecomunicaciones.

2.4.4 Gestion de seguridad

La gestion de seguridad debe garantizar que solo los usuarios autorizados tengan acceso fisico
a los dispositivos de la red. De igual manera, se debe proveer autenticacion, control de acceso,
integridad y confidencialidad de los datos [30].

Las funciones que cumple esta gestién, se dividen en las categorias detalladas a continuacién:

De prevencion: Funcidén que se utiliza para evitar la intrusion.
De deteccién: Esta funcién detecta las intrusiones.

De contenencia y recuperaciéon: Para evitar el acceso de un intruso, y reparar los fallos
causados por un intruso, también se encarga de recuperar las pérdidas en los datos.

De administracion de la seguridad: Utilizada para planificar y administrar las
politicas de seguridad, asi como también la informacién relacionada a la seguridad.

La gestién de seguridad debe cumplir los siguientes requisitos [30]:

Integridad: Evitar que los recursos sean modificados por usuarios no autorizados,
ademas que la informacion tenga proteccién contra la divulgacion.

Confidencialidad: Controlar que la informaciéon pueda ser accedida por quienes tienen
los permisos de lectura, escritura.
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= Disponibilidad: Se necesita que la informacién esté disponible en el momento exacto
que se requiera acceder a ella.

Los requisitos de seguridad se logran mediante el uso de herramientas y sistemas creados
para cumplir con los mismos: Estas herramientas son [20]:

=  Firewall.

= Sistemas de Deteccién de Intrusos (IDS).
= Sistemas de Prevencién de Intrusos (IPS).
* Antivirus.

= Politicas de administracién.

2.5 Redes no estructuradas o Ad Hoc

Una red Ad Hoc es un conjunto de nodos inalambricos, que pueden ser méviles y dindmicos
que forman una red sin el uso de infraestructura o administracién centralizada. En sus inicios
la idea de este tipo de redes fue concebida por DARPA (US Defense Advanced Research
Projects Agency) en los afios 1970s [31].

Los nodos o dispositivos son libres de moverse en la red y de organizarse de manera arbitraria
con la posibilidad de operar de manera independiente o conectado a Internet. Entre los retos
que presenta una red Ad Hoc esta el que se pueda implementar el multi-salto entre los nodos,
la movilidad y la heterogeneidad. Ademas, este tipo de red debe considerar el ancho de banda
y uso eficiente de la energia. En lo que respecta a la estandarizacién de las redes Ad Hoc, se
han realizado investigaciones para desarrollar un grupo de protocolos bajo un grupo formado
en la IETF.

Es necesaria una forma de enrutar los nodos de la red, para esto existen varios protocolos,
entre los mas destacados se encuentran:

* Enrutamiento estatico.

» AODV (Ad Hoc On-Demand Distance Vector).
» OLSR (Optimized Link State Routing).

» DSR (Dynamic Source Routing).

» TBRPF (ZTopology Broadcast Based on Reverse Path Forwarding).
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Cada uno de estos protocolos tienen sus ventajas y desventajas, ninguno es superior a otro y
debe ser seleccionado segtin las necesidades especificas de la red y la cantidad de nodos [32].
En contraparte de una red Ad Hoc estan las redes estructuradas que requieren de una
infraestructura central para enrutar los dispositivos, también existen las redes celulares que
requieren una planificaciéon detallada y altos costos de instalacion de su infraestructura.
Cabe senalar que se puede implementar una red Ad Hoc en el caso de que una red
estructurada o una red celular no esté disponible o no sea econémicamente viable.

Las redes inalambricas ya sean estructuradas o no, tienen problemas inherentes que se
presentan en el canal inalambrico ya que este es débil, sensible al ruido y no es robusto. El
medio inalambrico no tiene fronteras bien definidas por lo que no se puede determinar si un
nodo esta fuera del alcance de otro. Otro punto importante que se debe considerar es que el
canal es variante en el tiempo y tiene propiedades de propagacién asimétricas, de la misma
manera los problemas del nodo oculto y nodo expuesto pueden darse.

En cuanto a la seguridad en los dispositivos, esta caracteristica se debe tener en cuenta ya
que es un tema complejo. Esto se debe a que la red por lo general es heterogénea y esta
soportada por cada uno de sus nodos, por lo tanto, cada uno de ellos es vulnerable [33].

Entre las areas a investigar y desarrollar en una red no estructurada las mas importantes
son:

= Disponibilidad: Asegura que los servicios estén activos siempre que sean necesarios.
Esta caracteristica es incluso mas importante que en una red estructurada porque
todos los dispositivos dependen entre si, por lo que un ataque de denegacién de servicio
(DoS) es simple de ejecutar.

= Manejo de claves y autenticacion: Para aplicaciones de terceros ya que identificar a
un nodo externo que ingresa a la red es una tarea a considerar.

* Confidencialidad de los datos: Debido que al ser un canal inalambrico un atacante
puede colocar un sniffery capturar los paquetes.

= Integridad de los datos: Que los mensajes enviados de un nodo a otro no sean
modificados en el trayecto por un nodo malicioso.

2.6 Simulador NS3

La herramienta NS3 es un simulador de eventos discretos, enfocado a la investigacién de
redes. Esta desarrollado en C++, de codigo abierto y distribucién gratuita, ademas que se
puede utilizar en ambitos educativos y de investigacion. NS3 cuenta con una licencia GNU
GPLv2 y tiene soporte para funcionar en la plataforma Linux y Windows.
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Las funcionalidades que se pueden implementar con este simulador pueden ser redes
inalambricas como Wi-Fi o LTE, redes de sensores, redes Ad Hoc, redes TCP. Todas las
funcionalidades, permiten que NS3 se use como un emulador de red en tiempo real ya que
también se puede implementar distintas aplicaciones y protocolos. Para implementar un
escenario de simulacion, se puede utilizar tanto el lenguaje C++ como Python.

2.6.1 Arquitectura bésica de un escenario en NS3

Los principales elementos que posee una simulacién de red son:

Nodo: Es la abstraccién de un dispositivo como una computadora o un router. A este
elemento se le puede agregar funcionalidades como protocolos, dispositivos de red,
aplicaciones, etc.

Canal: Es la representacion del medio fisico por el que se transmiten los datos en los
nodos.

Dispositivo de red: Es la abstraccién tanto de software como de hardware, de una
tarjeta de red. Al anadir este elemento a un nodo, este puede comunicarse con otros
por medio de un canal. En un dispositivo, se puede tener uno o varios dispositivos de
red.

Pila de protocolos: Se encarga de implementar en un nodo, una pila de protocolos de
Internet.

Aplicaciones: Es un programa, que se ejecuta en los nodos para realizar diferentes
tareas. De esta manera, se puede generar diferente trafico en la red.

En la Figura 8, se puede ver los diferentes elementos que componen una estructura basica de

red en NS3.

NODO

Aplicaciones

Pila de

Protocolos

Dispositivos '
de Red

A

NODO

Aplicaciones

Pila de
Protocolos

Dispositivos '
de Red

- o Canal

Figura 8: Estructura basica de una red en NS3
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2.6.2 Contenedores Linux en NS3

Un LXC (Linux Container) es una tecnologia de virtualizacién que permite ejecutar sistemas
operativos aislados en un hardware fisico, ademas, tiene la capacidad de configurar su red y
posee su propio espacio para aplicaciones y procesos.

La herramienta NS3 permite realizar la emulacién de una red utilizando hardware real
mediante el uso de contenedores. El proceso de virtualizacién a nivel de red se realiza
utilizando dispositivos TUN/TAP que son interfaces de red virtuales de kernel, Estos
dispositivos de red estan soportados totalmente en software y difieren de los dispositivos de
red ordinarios en que se encuentran soportados por adaptadores de hardware.

* TUN (ZTunnel Network): Simula un dispositivo de capa de red y lleva los paquetes IP.

» TAP (Terminal Access Point): Simula un dispositivo de capa de enlace y lleva los
frames ethernet.

Los dispositivos TUN se usan para routingy TAP para crear un puente de red, en la Figura
9, se resalta una representacién de la ubicaciéon de los dispositivos TUN/TAP en la pila
protocolos. Como se puede apreciar, los paquetes se envian al sistema operativo a través de
los dispositivos los TUN/TAP, ya que se inyectan en la pila de protocolos del sistema
emulando la recepcién de una fuente externa.

Capa de Aplicacién Capa de Aplicacién
Capa de Presentacién Capa de Presentacién
Capa de Sesién Capa de Sesién
Capa de Transporte Capa de Transporte
Capa de Red < TUN (Transporta paquetes IP) > Capa de Red
Capa de Enlace de Datos < TAP (Transporta tramas Ethernet) > Capa de Enlace de Datos
Capa Fisica Capa Fisica

Figura 9: Ubicacion de los dispositivos TUN/TAP en la pila de protocolos

2.7 Conclusiones

En este capitulo se revisaron los conceptos relacionados para la comprensiéon y desarrollo del
trabajo de titulacién. En un inicio, contextualizando que es una Smart City y el 1oT. En
conceptos mas técnicos se profundizé en el protocolo SNMP haciendo énfasis en la versién 3
que se requieren para el desarrollo de la aplicacién.
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A continuacién, se repasaron conceptos de las redes Ad Hoc mostrando las ventajas que
tienen respecto a las redes estructuradas, asi como las deficiencias que estas presentan.

Finalmente, se revisaron conceptos introductorios al software de simulacién de redes NS3
con sus principales funcionalidades y el uso de contenedores Linux. Lo que permite
comprender la estructura de las simulaciones del trabajo de titulacion.
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Capitulo 3: Estado del arte

En este capitulo se describen trabajos relacionados disponibles en la literatura, se comienza
por tratar el tema de las Smart Cities y el IoT en general. Se describen propuestas para la
gestion de dispositivos en la red que utilizan el protocolo SNMP. A continuacién, se hace una
revision de aplicaciones que utilizan alternativas similares a SNMP. Para finalizar se analiza
los tipos de redes Ad Hoc multi-salto y sus aplicaciones.

El término Smart City es utilizado para referirse a las ciudades que utilizan la tecnologia en
conjunto con otros recursos para mejorar la calidad de vida de sus ciudadanos [34]. En una
ciudad inteligente se hace uso de las TIC para fomentar una mejora en diferentes aspectos
como su economia, poblaciéon y ecosistema. Esto se realiza a través de aplicaciones que
analizan distintos ambitos como son la satisfaccién personal, la prosperidad econémica, entre
otros. Estas aplicaciones se basan en la recopilacion de la informacién para lo cual se utilizan
redes de sensores, redes Ad Hoc vehiculares, IoT, redes definidas por software (SDN), entre
otras.

Las aplicaciones que se desarrollan mediante el uso de las tecnologias mencionadas
anteriormente, se pueden implementar en diferentes campos como la energia sostenible y el
medio ambiente, en sistemas de vida asistida, sistemas de trafico inteligente, en sistemas de
transporte inteligente, entre otros [35]. Entre estas aplicaciones se destaca el uso de IoT, ya
que permite simplificar los procesos realizados en diferentes areas; de esta manera se logra
una mejor eficiencia en los sistemas en los que se implementa.

El uso del 10T, ha permitido llevar a cabo diferentes aplicaciones enfocadas a Smart Cities.
Por ejemplo, en [36] se analiza el caso de la gestién de residuos mediante el uso de sensores
en los contenedores, esto con el objetivo de optimizar el recorrido de los recolectores, de esta
manera se ahorra tiempo y se reduce el consumo de combustible.

Asi también, en [37] se realiza una investigacién sobre su uso en la industria de la mineria,
para lo cual se utilizan como base las redes Ad Hoc vehiculares con un protocolo de
enrutamiento basado en la optimizacién de colonia de hormigas. Mediante este proceso, se
demuestra que se mejora el rendimiento en relacién a otros protocolos, asi también se
muestra un cambio e innovacién en esta industria.

De igual forma en [38], se estudia la implementacién de un sistema de riego automatico para
plantaciones, en el cual se usa sensores que ayuden a controlar la humedad del suelo. La
informacién generada se puede monitorear tanto de forma local como de forma remota. Con
la implementacién de este sistema, se muestra que se puede mejorar la produccién en la
agricultura.

Otro sistema para IoT se trata en [39], donde se utiliza una combinacién de hardware y
software para realizar el monitoreo en linea de un entrenamiento de ciclismo. El sistema
utiliza sensores que recolectan informacién acerca de la velocidad, cadencia, potencia y
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ubicacion del ciclista de manera que se puedan mostrar y administrar los datos en una
aplicacién méovil.

En el marco de las aplicaciones de SNMP, en [40], se analiza este protocolo como un estdndar
para la gestién de sensores en redes IoT domésticas, para que en cada momento se permita
visualizar y gestionar la informacion recolectada por los sensores. Adicionalmente se
implementa el control de fallas de los sensores, para asi proporcionar una gestion del sistema
confiable.

Se presenta una solucion basada en SNMP para el monitoreo de infraestructura de redes
dindmicas y virtualizadas [41]. Esta solucién enfocada al cliente de la red permite acceder
directamente a la infraestructura como si esta fuera un dispositivo genérico SNMP. Lo que
hace posible detectar problemas en el desempeno de la red.

En [42] se resalta la importancia del monitoreo de dispositivos de red para detectar elementos
que no estén funcionando correctamente. En concreto, el estudio propone una herramienta
basada en el protocolo SNMP para obtener variables de los equipos las mismas que son
almacenadas en una base de datos.

Se plantea el desarrollo de una API basada en el protocolo SNMP, debido a la necesidad de
integrar y gestionar dispositivos IoT con dispositivos Android y Windows [43]. Esta API
permite registrar dispositivos y obtener informacién a través de la red. Adicionalmente, se
hace un andlisis del retardo al momento de gestionar un dispositivo en distintos escenarios.

El desarrollo de IoT ha acelerado el despliegue de IPv6, sin embargo, existen dificultades
como se presentan en [44], debido a que se necesitan técnicas para integrar los protocolos
IPv4 e IPv6 ya que son incompatibles en el proceso de autenticacion. Por lo tanto, mediante
el uso de SNMP se obtienen las direcciones IP y MAC de dispositivos, logrando una mejoria
en la compatibilidad para el sistema de autenticacién.

En el 4mbito de las redes de sensores masivas existen retos como se describe en [45] al
desarrollar un sistema para identificar cada sensor usando SNMP. Esto se realiza al otorgar
un OID a cada sensor, esta red se implementa en el sistema operativo Contiki y con la pila
de protocolo de 6LoWPAN (/Pv6 over Low-Power Wireless Personal Area Network). El nodo
de administracién se implementa en una distribucién Linux, como resultado se muestra un
manejo eficiente de los identificadores en este entorno dinamico.

Respecto al uso de alternativas al protocolo SNMP. Por la disponibilidad de diversas
tecnologias o distintos protocolos de gestién en aplicaciones IoT tales como SNMP, Zabbix,
MQTT, LoRaWAN, en [14], se realiza un andlisis comparativo ente los distintos protocolos de
gestion, en concreto MQTT, SNMP y Zabbix. Especificamente se analizan caracteristicas
como el consumo de la memoria y el consumo de energia. Entre los resultados del estudio se
destaca que SNMP utiliza la menor cantidad de memoria tanto de RAM como de ROM, y en
cuanto al consumo de energia no se presenta una diferencia significativa.

En [46] se utiliza la tecnologia LoRaWAN (Low Power Wide Area Network) con el objetivo de
realizar el monitoreo de la calidad del aire. En el estudio se destaca que el sistema es capaz
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de obtener una tasa significativa de recepcién de paquetes (72.4%). Esto muestra que este
protocolo es una tecnologia de comunicacién aplicable al monitoreo de la calidad de aire, asi
como a otras aplicaciones y ademas resulta til en areas en las que se cuenta con conectividad
limitada o Internet de baja velocidad de conexién.

Por otra parte, en [47] se realiza un andlisis de los protocolos utilizados en la capa de
aplicacién de un sistema enfocado en una Smart City, para esto se examinan los siguientes
protocolos: MQTT, CoAP y DDS. Como resultado, se muestra que de acuerdo a los
requerimientos de cada aplicacién se puede elegir un protocolo u otro, también se muestra
que se debe tomar en cuenta el ancho de banda, latencia y la pérdida de paquetes. Asi, por
ejemplo, el protocolo MQTT resulta Gtil en un sistema de iluminacién inteligente, ya que la
pérdida de datos no afecta al rendimiento, el protocolo CoAP seria una mejor opcién para las
aplicaciones de agricultura en donde se requiere de precisién, ya que no presenta un retardo
significativo que pueda poner en peligro los campos. Por ultimo, el protocolo DDS seria una
mejor opcién en la construccién inteligente debido a que la informacién esta en varios
formatos, como binario, audio, video, texto.

En [48], se presenta una comparacién de protocolos de configuracién y administracién para
dispositivos IoT. El cual analiza caracteristicas como energia, procesamiento y latencia. De
esta manera, se muestra que a pesar de la antigiiedad del protocolo SNMP, es una solucién
madura y estandarizada que puede ayudar a una mayor interoperabilidad. Por otra parte,
también cuenta con control de seguridad y privacidad lo que le hace competitivo con
protocolos nuevos como CoMI y LwM2M que estan surgiendo como nuevas opciones de
protocolos de gestion para dispositivos IoT.

En cuanto al estado actual de las redes Ad Hoc multi-salto, el concepto ha estado en el medio
durante los ultimos veinte afos segin [49], en la Gltima década se ha dedicado mucha
investigacién a esta area. El concepto de multi-salto se aplica cuando no existe un camino
directo de comunicacion entre nodos, por lo tanto, los nodos intermedios acttian direccionando
el trafico. Este concepto ha sido aplicado en una variedad de tipos de redes como se presenta
a continuacién.

Las Wireless Ad Hoc Network se despliegan en casos que los nodos centrales no son fiables,
por ejemplo, en casos de desastres naturales o aplicaciones militares. En otra categoria las
MANET (Mobile Ad Hoc Network) son redes que necesitan del proceso de autoorganizacién
debido a la movilidad de los nodos. Estas redes se aplican en entornos que carezcan de
infraestructura, entre los que se encuentran: los servicios de emergencia, en ambientes
comerciales, en redes vehiculares, aéreas y peatonales. En cuanto a las WMN ( Wireless Mesh
Network) son redes que se interconectan con una topologia de malla, es decir, hay varias
conexiones entre los nodos. Suelen ser estaticas para que la red pueda converger y enviar
datos, estas tienen aplicacién en Voz sobre IP (VoIP), aplicaciones militares, domética y
medidores eléctricos. A continuacién, con las WSN (Wireless Sensor Network) se refieren a
un grupo de sensores dispersos dedicados al monitoreo y recoleccion de datos como
temperatura, sonido, humedad, entre otros. Cooperativamente estos pasan los datos entre los
nodos y las mas modernas son bidireccionales, es decir, tienen la capacidad de deshabilitar
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los sensores. Ademas, pueden aplicarse en ambitos como la salud, localizacion de personas,
control industrial y automatizacién, seguridad, agricultura, entre otros. Por ultimo, las
VANET (Vehicular Ad Hoc Network) son un caso particular de las MANET, se crean redes
espontaneas en el dominio vehicular, estas se utilizan para informar de accidentes, trafico y
seguridad del usuario.

A continuacién, en el Capitulo 4, se detalla la arquitectura del sistema de gestién
implementado en el presente trabajo de titulacion.
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Capitulo 4: Arquitectura del sistema de gestion

En este capitulo, en primer lugar, se describe el sistema de gestion implementado el cual se
basa en el protocolo de capa de aplicacion SNMPv3. A continuacién, se detalla el desarrollo
de la aplicaciéon con el framework Node-RED. Dicha herramienta emplea un esquema de
programacion basada en flujos y permite crear la interfaz de usuario, la misma que en este
caso tiene por objetivo realizar el monitoreo de las variables y sensores de un nodo. Por
ultimo, se describe la configuracion de la red Ad Hoc que permite la conexién entre los nodos
y de un gateway por defecto que permite la conexién de la red hacia a Internet.

4.1 Descripcién de la Arquitectura

El sistema de gestién cuenta con dos elementos principales: el dispositivo administrador o
gestor y el agente o dispositivo gestionado. La comunicacién entre dichos elementos se realiza
mediante un enlace inalambrico en una red configurada en modo Ad Hoc. En tal sentido, para
permitir el acceso a Internet, el dispositivo administrador cuenta con una interfaz adicional
configurada como gateway por defecto. En la Figura 10, se presenta un diagrama funcional
de la arquitectura de gestion. En particular, el sistema consta de cuatro nodos, de los cuales
se dispone de dos nodos fisicos implementados y dos nodos virtualizados los cuales se
detallaran en el Capitulo 6, dejando este capitulo a la implementacién fisica.

= Una plataforma Raspberry Pi 4, la cual actiia como agente que se encarga de
administrar los objetos de la MIB tales como los recursos del nodo (el uso de la
memoria, la temperatura del nodo y la carga del CPU) y las mediciones obtenidas por
los sensores (geolocalizacién, temperatura, humedad, contaminacién y luz). Este nodo
se encarga de realizar el proceso de lectura o escritura en la MIB de acuerdo a lo
requerido por el gestor.

= Kl ordenador, el cual consiste en el nodo administrador que realiza el proceso de enviar
consultas hacia el agente y recibir las respuestas o notificaciones generadas por el
mismo. En este elemento se encuentra la interfaz de usuario para el monitoreo y
control.
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Figura 10: Arquitectura del sistema de gestién

4.2 Instalacion y configuracion del protocolo SNMP

En la Figura 11, se presenta un diagrama esquematico para la instalacién del protocolo

SNMP sobre el nodo administrador y sobre la plataforma Raspberry Pi, como se puede

apreciar la principal diferencia es el paquete o libreria disponible ya que en el caso del

administrador permite realizar consultas y en el caso del agente permite administrar la MIB.

A continuacién, se describe el proceso de configuraciéon del agente SNMP.
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( INICIO )

Agente < » Administrador
| |
apt install aptinstall
snmpd snmp

FIN

Figura 11: Instalacion de SNMP en el nodo administrador y agente

4.2.1 Configuracion del Agente

Una vez instalado el demonio SNMP en la Raspberry Pi se ingresa al directorio /etc/snmp
donde se encuentra el archivo para su configuracién llamado snmpd.conf..

Este archivo contiene varias funcionalidades ya que SNMP es un protocolo extenso, por lo
tanto, a continuacidn, se detallan sélo las configuraciones necesarias para el funcionamiento
de la aplicacién. En la Figura 12, se presentan los pasos para realizar esta configuracién, que
a continuacién se describen.

Se pueden recibir conexiones Unicamente en el Jocalhost o a través de las interfaces del
agente, en este caso se requiere conexién por la interfaz Ad Hoc por lo que se debe configurar
la opcién que permite a través de las interfaces.

Por otra parte, es importante indicar que una de las mejoras de SNMPv3 se enfoca en la capa
de seguridad, ya que afade autenticacién y encriptacién al trafico. Especificamente permite
tres opciones de seguridad:

* noAuthNoPriv(no autenticacién y no privacidad).
* authNoPriv(autenticacién y no privacidad).

» authPriv(autenticacién y privacidad).
Adicionalmente, es posible configurar los siguientes mecanismos de autenticacion:

» MD5: Es un algoritmo criptografico de reduccién de 128 bits.

» SHA: Es una familia de funciones que permiten realizar autenticacion.

SHA es mas robusto que MD5 y més rapido computacionalmente.
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En cuanto a la encriptacion también se tiene la opcién de elegir dos algoritmos:

» DES: Es un algoritmo de clave simétrica.

= AES: Es el sucesor de DES, es al menos seis veces mas rapido.

AES es la opcién que debe utilizarse ya que otorga mas seguridad. Estos mecanismos de
encriptacion y autenticacion son la diferencia mas notable con las versiones 1y 2 en las que
Unicamente se requiere un nombre de comunidad para hacer solicitudes. Otro punto a
considerar es que en estas versiones no se realiza encriptacién del trafico, por lo que son mas
vulnerables a ataques.

Por lo tanto, en funcién de estas capacidades de SNMPv3, se crea el usuario pr1con clave de
autenticacion 123345678y clave de encriptacion 12345678.

Para los usuarios creados se tiene la posibilidad de dar permisos de control de acceso de
lectura mediante rousero de lectura/escritura rwuser. En este caso se proporcionan permisos
de lectura/escritura ya que también se realizan modificaciones en el agente. Para esto, se
coloca el nombre de usuario piy el nivel de seguridad.

Finalmente, para que las configuraciones realizadas se apliquen se debe reiniciar el demonio,
para esto se utiliza el comando sudo service snmpd restart.

Para eliminar un usuario se debe detener el demonio, eliminar las directivas CreateUser del
demonio y finalmente eliminar la linea correspondiente al usuario que se desea eliminar del
archivo /var/lib/snmp/snmpd.conf.

Configuracién del
Agente

La configuracién se
realiza en el demonio:
/ete/snmp/snmpd.conf

Permitir conexién a

través de las interfaces agentAddress

udp-161,udp6:[-:1]:161

del Agente
v
C i6n d . createuser p1 MD5 12345678
reacién de un usuario AES 12345678
v

Permisos de lectura/
escritura

]

Reiniciar demonio
snmpd.conf

rwuser p1 authPriv

sudo service snmpd restart

Figura 12: Configuracion del demonio del agente

Renato Sebastian Alvarado Illescas

Edisson Javier Munoz Quizhpi 59



AE% UNIVERSIDAD DE CUENCA
€

4.2.2 Configuracién de mensajes

Una de las funciones de snmpd es la extensiéon del agente que permite ejecutar comandos
externos o scripts de la shell de Linux, independientes de la operaciéon de SNMP. Existen dos
métodos para la ejecucién de scripts con SNMP la primera con la ejecucién arbitraria de un
script y la segunda mediante la extension de la MIB, ambos métodos se presentan en las
secciones 4.2.2.1y 4.2.2.2. Cada uno de estos métodos se detalla en el Apéndice H.

4.2.2.1 Ejecucidn arbitraria de un script

En la Figura 13, se muestra el proceso para la ejecucién arbitraria de un script, el cual se
encuentra representado por medio de un diagrama.

INICIO

Extension mediante un extend  nombre script
script arbitrario directorio/archivo.sh

Modificacién del archivo
sudoers

v

Traducir el OID { snmptranslate

FIN

Figura 13: Extension del agente mediante la ejecucién arbitraria de un script

4.2.2.2 Extension de la MIB

El diagrama mostrado en la Figura 14, presenta las etapas para realizar la extension del
agente SNMP por medio de la MIB.
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INICIO

-Solicitud -g (snmpget) hacia el agente.

Reglas de tipo -Solicitud -s (snmpset) hacia el agente.
Pass-through -Tipo de dato (string, integer, boolean).
-OID.
Extension de la pass OID /bin/bash /directorio/
MIB script.sh
FIN

Figura 14: Extension del agente mediante extensién de la MIB

En el Apéndice A se encuentran los scripts de configuracion de las solicitudes: snmpget para
la medicién de temperatura del nodo, snmpset para el control de un LED indicador y la
obtencién de las variables de sensores.

4.2.3 Scripts de gestion

Los scripts de gestién implementados se dividen en dos partes: los scripts de medicién y los
scripts de gestion, en los de gestion se encuentran los de control de sensores y los de ahorro
de energia.

Con el objetivo de obtener las mediciones de los sensores se implementaron scripts en Python,
donde se configura el tiempo de muestreo, asi como las configuraciones generales dependiente
de cada sensor. Finalmente, los valores medidos son almacenados en archivos para
posteriormente ser leidos por la aplicacion.

Para todos los sensores se sigue la secuencia que se presenta en la Figura 15. En el Apéndice
B se presenta la instalacién de los sensores en el hardware Raspberry Pi.
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Uso de librerias del
sensor

Establecer el tiempo de
muestreo

Configuracién del Adquisicién de datos y
sensor procesamiento

Almacenamiento
datos en archivos

Figura 15: Flujo de configuracion y medicién de variables para los sensores

Los scripts de medicidn se ejecutan automaticamente al iniciar el nodo. Por lo tanto, para la
gestién de los sensores se desarrollaron scripts para detener/reestablecer el proceso de
medicién de los sensores en caso de que no se requiera su uso. Para esto se identifica el
proceso que esta realizando la medicién y se utiliza el comando &1/l -STOP para detener el
proceso y kill -CONT para que se reanude. Estos scripts son ejecutados mediante SNMP por
la aplicacion.

En el caso que el nodo requiera ahorrar energia se puede activar el ahorro de energia
mediante un script que consiste en cortar el suministro eléctrico de las interfaces de la
plataforma como son: 12C, SPI, UART, HUB de puertos USB, médulo Bluetooth, puertos
HDMI. Es importante resaltar, que dichas acciones se deben realizar sin perder conectividad
para que la red siga activa con la capacidad de transmitir datos. Para realizar esta
configuraciéon se modifica el archivo /boot/config.txt de Raspberry Pi que permite activar o
desactivar dichas interfaces.

Este modo requiere reiniciar la plataforma al ser activado. Para reestablecer el
funcionamiento normal se utiliza un script que enciende estas interfaces, también requiere
un reinicio. De la misma manera se ejecuta a través de SNMP.

4.4 Desarrollo de 1la Aplicacién de Gestién

4.4.1 El framework Node-RED

La herramienta en la que se desarrolla la aplicacién de gestién es Node-RED, la cual esta
basada en Node.js y escrita en JavaScript. Posee médulos de entrada y salida para crear
aplicaciones, en este caso la gestion de los nodos.
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Existen varias maneras de instalar Node-RED, en la Figura 16, se muestra el proceso de
instalacién que puede ser de forma manual o automatizada mediante un script. Un analisis
mas detallado del proceso de instalacién se presenta en el Apéndice C.

INICIO

Instalacion de
Node-RED

SI NO
v v
Instalar Node.js Ejecucién del script e
+ instalacién de Node.js,
Node-RED y

Instalacién Node-
RED mediante
npm
[

dependencias extra

FIN

Figura 16: Proceso de Instalacién de Node-RED

4.4.1.1 Ejecucién de Node-RED

Con la instalacién realizada se procede a ejecutar Node-RED, para lo cual se realizan los
pasos mostrados en la Figura 17.

Ejecutar el
Ejecucion de navegador web y
Node-RED abrir la direcciéon

http//:localhost:1880

Figura 17: Pasos para la ejecuciéon de Node-RED

Una vez que se lleva a cabo el proceso de ejecucion, se observa la interfaz que permite trabajar
con varios médulos para la programacién, tal como se muestra en la Figura 18.
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trabajo

Figura 18: Interfaz de Node-RED
En la interfaz de programacién se encuentran varios elementos, como son:

=  Paleta: Contiene los nodos, cada nodo realiza una funcién especifica.
= Kspacio de trabajo: Sitio en donde se arrastran los nodos para realizar un flujo.

» Barra lateral: Presenta informacién relacionada al nodo, o al flujo realizado.
4.4.1.2 Integracion de SNMP en Node-RED

A continuacién, se resumen los principales pasos de todas las configuraciones de Node-RED
y los detalles se encuentran en el Apéndice C. La aplicacion Node-RED permite integrar
varios modulos entre ellos el protocolo SNMP para lo cual se utiliza el gestor de paquetes de
Node-RED y se llevan a cabo los pasos mostrados en la Figura 19.

Cambio a directorio

$HOME/. node-red SNMP mediante
gestor de paquetes

archivo

Instalacién de médulo Modificacién de
settings.js

Figura 19: Procedimiento para la integracién de SNMP con Node-RED

En la Figura 20, se observan las etapas para implementar un flujo que permita realizar
consultas SNMP.

Configuracién del nodo /Conﬁguraci(’)n del nodo /Conﬁg‘uraci()n del nodo Configuracién del nodo
Inject Function Split Change
> »
inject function split set msg.payload

Figura 20: Diagrama de flujo general para consultas SNMP
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De manera similar con el mismo flujo, se puede reemplazar el nodo Function y utilizar el
nodo FExec. Este nodo permite ejecutar comandos de la Shell de Linux, de esta manera
también es posible ejecutar directamente las peticiones del protocolo.

Para realizar la interfaz grafica se debe instalar el médulo Dashboard que permite crear un
disefio en varias pestafias con distintos tipos de graficas como: en tiempo real, barras, graficos
circulares, entre otras maneras de presentar los datos.

Entre las principales partes de la interfaz existe:
e Layout Es la pantalla donde se coloca la interfaz grafica y su division se realiza en
forma de malla.
e Barra lateral: Permite organizar las graficas en pestafias, grupos y zonas.
o Widgets: Son las graficas a presentarse, en las que ingresan y son mostradas en
pantalla, ademas, posee varias caracteristicas de personalizacién.

La instalacion y configuracién del moédulo Dashboard consta de varias etapas. Una vez
realizado este proceso, y al ejecutar un despliegue de la interfaz grafica se obtiene el resultado
de la Figura 21, donde se muestra el orden de las pestafias en la interfaz grafica.

Figura 21: Pestafias de la interfaz grafica de las funciones de la aplicacién

En el modulo Dashboard, se cuenta con el nodo Chart que se utiliza para presentar el valor
obtenido del OID en un grafico cartesiano en tiempo real. En la Figura 23, se muestra el flujo
para presentar graficas cartesianas en la interfaz. Esto consiste en afiadir este nodo al flujo
de la Figura 22.

& & & & &
amestamp et spli e e paryioad. value Temperaiura ambieme:

Figura 22: Diagrama de flujo con el nodo Chart

Renato Sebastian Alvarado Illescas

Edisson Javier Munoz Quizhpi 65



Fs

j‘ UNIVERSIDAD DE CUENCA

4.4.1.3 Configuracién de botones para perfil energético y control de sensores

Se configuraron botones en la interfaz que permiten seleccionar un perfil energético en
funcién a la necesidad del usuario, de la siguiente manera:

» Perfil 1: Todos los sensores encendidos.
» Perfil 2: El sensor de temperatura y luz encendidos.

» Perfil 3: Todos los sensores apagados.

En la Figura 23, se presenta la interfaz final para los botones. Asi como en la Figura 24, se
observa un mensaje que se presenta en pantalla al seleccionar el perfil con el tiempo estimado
de duracion de la bateria.

PERFIL 1 Todos los sensores encendidos

PERFIL 2 Sensores de temperatura y luz encendidos

PERFIL 3 Todos los sensores apagados

AHORRO DE ENERGIA Apaga todas las interfaces del nodo

REESTABLECER Reestablece interfaces del nodo

Figura 23: Botones de perfil energético y ahorro de energia

El tiempo de duracién de la bateria es de 8 horas y 37 minutos con carga completa

133fd25.a2ed02e

Figura 24: Mensaje con el tiempo estimado de duracién de bateria

De manera similar se realiza la configuracién de botones para controlar el encendido y
apagado de los sensores con los siguientes botones como se presenta en la Figura 25.

= Corriente Encendido/Apagado: Controla el sensor de corriente INA219.
* Luz Encendido/Apagado: Controla el sensor de luz.
» GPS Encendido/Apagado: Controla el sensor GPS Breakout v3.

» Temperatura Encendido/Apagado: Controla el sensor de temperatura y humedad.
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» Contaminacién Encendido/Apagado: Controla el sensor de contaminacion.

LUZ ENCENDIDO LUZ APAGADOQ

GPS ENCENDIDO GPS APAGADO

TEMPERATURA ENCENDIDO TEMPERATURA APAGADO

CORRIENTE ENCENDIDO CORRIENTE APAGADO

Figura 25: Botones para el control de sensores

4.4.2 Conexién con IBM Cloud

La conexion entre la plataforma IBM Cloud y Node-RED se realiza mediante el médulo
Watson IoT. Para lo cual se siguen las etapas mostradas en la Figura 26.

Creacion de Instalacién y Configuracién del
servicios, registro de configuracién de Dashboard en la
dispositivos en IBM nodos Watson IoT plataforma IBM

Cloud y Node-RED en Node-RED Watson IoT

Figura 26: Etapas para la conexion de IBM Cloud con Node-RED
Cada una de las etapas mostradas anteriormente, se encuentra detallada en el Apéndice D.

Por medio de este proceso, se puede visualizar informacién proveniente del software Node-
RED. Para la monitorizacién de las variables, se separa a las mismas en dos grupos
relacionados a variables obtenidas por sensores y variables del nodo.

En consecuencia, se crea un panel de datos en el cual se especifique la agrupaciéon y para cada
una de las variables se crea un grafico de datos y una tarjeta que muestre el valor recibido,
como se puede observar en las Figuras 27 y 28, donde se presentan las graficas y los valores.
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VARIABLES DE NODO

2477544.0 kbytes

@ Temperatura del Nodo

-813.0 mA

Figura 27: Panel de datos correspondiente a las variables del nodo

VARIABLES DE SENSORES

@ Cantidad de Luz - @ Temperatura Ambiente

193.0 Ohm

@ Humedad

@ ecoz
B -

Figura 28: Panel de datos correspondiente a las variables de sensores

4.5 Configuracién de la red Ad Hoc

En este punto se presentan los procesos para la configuracion de la red Ad Hoc entre el
ordenador y la Raspberry Pi. De la misma manera la configuracién del gateway por defecto
para la conexion a Internet. En el Apéndice I se presenta el cédigo que permite estas
funcionalidades.
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4.5.1 Configuraciéon del modo Ad Hoc en una distribucién basada en Debian

La configuracién de la red Ad Hoc fisica se lleva a cabo entre el ordenador con direccién IP
10.10.10.2y la Raspberry Pi con direccién IP 70.10.10.3, en el archivo /etc/network/interfaces.

Para realizar la configuracion de la red Ad Hoc se debe considerar el nombre de la interfaz
en la que se quiere utilizar este modo. A continuacién, se seleccionar una direcciéon IP y la
mascara de red. Es necesario elegir un canal en ambos dispositivos que coincidan en la misma
frecuencia y se recomienda elegir uno en el que no exista interferencia de otras redes
cercanas. Es importante colocar un ESSID para la red y una contrasefna para que no se
conecten dispositivos externos. Finalmente, una vez que se guardan los cambios se debe
reiniciar el servicio Networking.

Con el comando iwconfig se puede observar que la interfaz estd en modo Ad Hoc y es
importante corroborar que ambos deben estar en el mismo canal y frecuencia para que exista
conexién. En la Figura 29, se presentan los pasos para realizar la conexién.

Configuracién de la red
Ad Hoc

La configuracién se
realiza en el archivo:
etc/metwork/interfaces

Interfaz wireless con auto wlan0
direccion estatica iface wlanO inet static
¥
Seleccionar el modo Ad wireless-mode ad-hoc
Hocy el canal wireless-channel 1
v
Otorgar un ESSID y una wireless-essid adhocsnmp
clave de seguridad wireless-key 1234567890
¥
Seleccionar direccién y address 10.10.10.2
maéscara de red netmask 255.2556.255.0
Reiniciar el servicio sudo service networking
networking restart

Figura 29: Configuracion de la red Ad Hoc
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4.5.2 Acceso a Internet mediante un gateway por defecto

La red permite la conexién a Internet mediante un gateway por defecto [50]. El objetivo es
enviar el trafico por la direccién 0.0.0.0 para esto se utiliza la herramienta iptables con el fin
de establecer reglas para el ingreso y salida de paquetes en el nodo con salida a Internet.

En un primer paso se debe habilitar el IP forwarding para que los paquetes pasen a través
de las interfaces de red.

La herramienta iptables permite al usuario configurar entre sus opciones el NAT (Network
Address Translation) que es el que permite la salida a Internet, especificamente se configura
NATMASQUERADE cuya funcién es la de sustituir la IP origen con una IP publica dinamica,
como es el caso de la interfaz ethO del nodo. En el caso que esta sea estatica se sustituye por
SNAT.

NAT posee tres cadenas como son: PREROUTING, OUTPUTy POSTROUTING.

= PREROUTING permite modificar los paquetes entrantes antes del enrutamiento.

= OUTPUT permite modificar paquetes generados en el mismo dispositivo después de
ser enrutados.

= POSTROUTING permite modificar los paquetes antes de que salgan del dispositivo.

En un primer paso se debe habilitar el /P forwarding para que los paquetes pasen a través
de las interfaces de red. Para la configuracién se aplican los siguientes comandos, en el caso
de que sea una interfaz cableada con el nombre ethQ se aplica una regla POSTROUTING:
Consecuentemente, se realiza el forwarding de la interfaz cableada a la interfaz inalambrica
de la red Ad Hoc.

En el caso de que se utilice una red inalambrica en lugar de una cableada para el gateway se
debe cambiar el nombre de eth0al nombre de la tarjeta de red. Finalmente, se puede guardar
las reglas creadas para que la configuracién sea permanente. En la Figura 30, se presentan
los pasos para realizar la configuracion.

Renato Sebastian Alvarado Illescas

Edisson Javier Munoz Quizhpi 70



3 % UNIVERSIDAD DE CUENCA

Configuracién del
gateway por defecto

La configuracién se
realiza con la
herramienta iptables

Instalar iptables > apt install iptables
]
Habilitar el IP forwarding — sysct! net.ipv4.ip_forward=1
]

Enrutar los paquetes hacia la
IP publica con conexién >
Internet

i

Aceptar los paquetes desde
Internet hacia la red Ad Hoc

]

Aceptar los paquetes desde la

sudo /sbin/iptables -t nat -A POSTROUTING
-0 eth0 7 MASQUERADE

sudo /shin/iptables -A FORWARD -1 ethO -o
" wlan0 -m state --state
RELATED,ESTABLISHED -j ACCEPT

sudo /sbin/iptables -A FORWARD -1 wlanO -o

red Ad Hoc hacia Internet ethO 7 ACCEPT
v
Guardar los cambios sudo bash -c 'iptables-save > /etc/network/
. Lo ! §
realizados iptables

Figura 30: Configuracién del gateway por defecto

4.6 Conclusiones

Tal como se tratd en este capitulo la implementacién del sistema de gestién la arquitectura
tiene dos entidades principales: el Agente (Raspberry Pi) encargado de manejar los datos de
la MIB y el Administrador (Ordenador) encargado de realizar consultas hacia el agente.

La instalacién del framework Node-RED es relativamente sencilla si se utiliza el script de
instalacién, ademas se detalla la forma de integrar el protocolo SNMPv3 mediante funciones
ya que no viene soportado por defecto. Esto es de suma importancia ya que este proceso es el
nucleo de la aplicacién.

La interfaz disefiada brinda muchas posibilidades de disefio y se adapta a los distintos
dispositivos en los que se visualizan como: ordenadores y dispositivos médviles, ya que se lo
realiza a través del navegador.

La arquitectura que consta de cuatro nodos, de los cuales se dispone de dos nodos fisicos y
dos virtualizados que se presentan en el Capitulo 6. Para la red Ad Hoc se debe tener en
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cuenta el IP forwarding para que los paquetes pasen entre las interfaces de un mismo nodo
y pueda salir por el gateway por defecto configurado con iptables.
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Capitulo 5: Evaluacion del software de gestion

En este capitulo se presentan las pruebas realizadas con el objetivo de verificar las
funcionalidades del software de gestion implementado. Adicionalmente, se realiza una
caracterizaciéon del rendimiento de los nodos en lo que respecta al consumo de energia,
recursos computacionales y la informacion adquirida por los sensores. Finalmente, se verifica
la funcionalidad del protocolo SNMP mediante la captura de trafico empleando un analizador
de red.

5.1 Escenario de pruebas

Las funcionalidades del sistema de gestién se verificaron sobre los escenarios indicados en
las Figuras 31 y 32, como se puede observar estos se diferencian por el uso de un sensor de
contaminacién y de geolocalizacién respectivamente. Como se puede apreciar, en cada caso
se analiza la aplicacién con respecto a un nodo sensor. Cabe destacar que la comunicacion
entre el dispositivo administrador (ordenador) y el nodo se realiza mediante una red
inalambrica en modo Ad Hoc. En cuanto a las caracteristicas de cada nodo, estas se
especifican en la Tabla 8.

Nodo agente del escenario 1 Nodo agente del escenario 2
Sensor de luz (LDR) Sensor de luz (LDR)
Sensor de tenagg;iﬁl)fa y humedad Sensor de temperatura y humedad (DHT11)
Sensor de corriente y voltaje INA219) Sensor de corriente y voltaje INA219)
Sensor de contaminacién (SGP30) Sensor de geolocali‘zg;ién (GPS Breakout

Tabla 8: Sensores instalados en las Raspberry Pi para cada uno de los escenarios
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INTERNET
_--RED AD-HOC -

NMS
NODO 1
| |
Sottware de | Voltaje y corriente Contaminacién
gestién Node-RED INA219 SGP30

NMS: Nodo administrador
AGENTE: Nodo administrado
------ : Enlace wireless

Temperatura y Luz
humedad DHT11 LDR

e

Figura 31: Escenario de pruebas 1 (Incluye sensor de contaminacién)
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INTERNET
_~-RED AD-HOC - _

NODO 1

Software de | Voltaje y corriente Geolocalizaci6n
gestién Node-RED INA219 GPS Breakout v3

NMS: Nodo administrador
AGENTE: Nodo administrado
------ : Enlace wireless

Temperatura y Luz
humedad DHT11 LDR

|
&

Figura 32: Escenario de pruebas 2 (Incluye sensor de geolocalizacién)

5.2 Evaluacién de software de gestion

El software de gestién se muestra en un Dashboard implementado en Node-RED, al cual se
accede a través de un navegador web ingresando a la direccion: Attp-//localhost:8080/ui. Este
software posee dos funcionalidades principales que son monitorizacién de variables y la
gestién remota.

5.2.1 Monitorizacién de variables

La funcién de monitorizacién, se encuentra disponible en las pestafias de monitoreo de
variables y geolocalizacién. En concreto, para mostrar la informacién relacionada a las
variables de los sensores o del nodo se utilizan graficos cartesianos, indicadores y un mapa.
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La informacién presentada se actualiza cada 60 segundos ya que es el tiempo de adquisicién
de datos que se configuré en el diserio de la aplicacién.

En cada grafico, o indicador se presentan los datos obtenidos de la tltima hora antes que
estos sean actualizados. Tanto el tiempo de adquisicién de datos, como el tiempo de
actualizacién de las graficas es configurable acorde a la necesidad de un usuario.

En cuanto a los valores a ser monitorizados, estos se clasificaron en variables de los sensores,
geolocalizacion y variables del nodo. En la primera agrupaciéon correspondiente a las
variables de sensores se encuentran:

= Nivel de luz.

= Temperatura ambiente.

* Humedad ambiente,

= Compuesto organico volatil total (TVOC).

= Diéxido de carbono equivalente (eCO2).

En la pestana de geolocalizacién se presentan los valores obtenidos por el sensor GPS.

= Latitud.
» Longitud.
= Altitud.

El segundo grupo corresponde a las variables del nodo, en concreto:

= RAM en uso.

= Kspacio utilizado en el disco.
= (Carga del CPU.

= Temperatura del nodo.

* Corriente de la bateria.

= Voltaje de la bateria.

A continuacién, en los siguientes apartados, se presentan los resultados obtenidos durante el
funcionamiento de la aplicacién, asi como también se indica las caracteristicas de los sensores
disponibles en los nodos.
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5.2.1.1 Sensor de luz (LDR)

El valor varia en funcién de la cantidad de luz que incide sobre el fotorresistor; las unidades
en las que se mide esta variacién son los Ohmios (). Por tanto, es posible caracterizar la
iluminacién presente en un ambiente, ya que si el valor esta en el orden de los megaochmnios
el sensor esta en la oscuridad, mientras que si esta por debajo de los 4.000 hay presencia de
luz. En la Figura 33, se muestra la monitorizaciéon de la variacién de la resistencia en el
sensor de luz.

Variacion de la resistencia en el sensor de luz [Q]

Figura 33: Resultado de medicién sensor de luz

Adicionalmente, en la Tabla 9, se presenta la caracterizacion del sensor en distintos
ambientes con las mediciones respectivas.

Rango de medicién (Q) | Ambiente
0 - 500 Dia soleado
500 - 4000 Dia nublado
4000 — 20.000 Atardecer
1.500 — 4.000 Luz artificial
200.000 en adelante Oscuridad

Tabla 9: Caracterizacién del sensor de luz en diferentes ambientes

5.2.1.2 Sensor de temperatura y humedad (DHT11)

La variable de temperatura se muestra en grados Celsius (°C). Los valores que puede tomar
esta variable en la ciudad de Cuenca van desde los 7°C hasta los 23 °C segun la época del afio
y la hora de medicién. En la Figura 34, se observa el resultado de la monitorizacién en un
lapso de tiempo correspondiente a una hora, y se puede verificar que no existe un cambio
brusco en los valores mostrados.
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Temperatura ambiente [°C]

Figura 34: Resultado de monitorizacién de temperatura ambiente

El sensor DHT11 también permite adquirir informacién respecto a la presencia de vapor de
agua en el aire, es decir la humedad relativa. Este valor corresponde a la humedad de una
masa de aire con relacion a la maxima humedad que podria soportar la misma sin producirse
condensacién y se presenta como porcentaje (%). Para el caso de la ciudad de Cuenca, varia
entre 40 % y 70 %. La Figura 35, muestra el proceso de monitorizaciéon en una hora del dia
en la que se comprueba una variacion existente en el lapso de tiempo medido.

Humedad relativa [%]

goog 9 @ =1 e & & o o9 o9

00:11 001 0:14 00:15

Figura 35: Resultado de monitorizacién de humedad ambiente

5.2.1.3 Sensor de contaminacién (SGP30)

El sensor de contaminaciéon SGP30 permite detectar un compuesto organico volatil o TVOC
en el ambiente. Los resultados se expresan en unidades de partes por billén (ppb). Para
observar un cambio en la variable, en este caso el sensor fue expuesto a la presencia de
alcohol, con lo que se presenta el resultado mostrado en la Figura 36, donde se puede apreciar
una variacién en el rango de 0 a 60.000.
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TVOC [ppb]

60.000

50.000

40.000

30.000

20.000

10.000

o.n

23:57:00 00:02:00 00:07:00 00:12:00 00:17:00 00:22:00 00:28:00

Figura 36: Resultado de monitorizacién de total de compuestos organicos volatiles

Adicionalmente, el sensor SGP30 puede ser empleado para detectar la concentracion de eCO2
en el ambiente. De forma similar la informacién se obtiene en partes por millén (ppm). Los
valores que puede tomar la variable y que se muestran en la grafica de datos van desde los
400 a 60.000 ppm. Al igual que la variable de TVOC, si se desea obtener una variacién se
puede utilizar alcohol cerca al sensor, el resultado de esta experimentacién se observa en la
Figura 37.

eCO2(ppm]

Figura 37: Resultado de monitorizacién del equivalente de diéxido de carbono

5.2.1.4 Sensor de geolocalizacién (GPS Breakout v3)

El sensor de geolocalizacion tiene la capacidad de hacer un seguimiento de hasta 22 satélites
con una precision menor a 3 metros. Ademads, posee una antena parche integrada y también
permite la conexiéon de una antena externa. En la Tabla 10, se presenta los resultados
obtenidos acorde a la ubicacion del nodo durante la prueba.

Latitud -2.905892
Longitud -79.050725
Altitud | 2654,7 metros sobre el nivel del mar

Tabla 10: Datos del sensor de geolocalizacién
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En cuanto a la visualizacion en el software de gestion, en este caso los datos se ingresan a
OpenStreetMap para ser presentados graficamente, lo que resalta la precisiéon del sensor ya
que muestra donde esta exactamente el nodo. De igual manera, se obtiene la altitud de 2654,7
m.s.n.m que es la altura en el sector de Misicata, parroquia Bafios. (Cuenca — Ecuador).

Finalmente, al seleccionar sobre el nodo se presenta informacién que puede ser mostrada al
usuario como la memoria RAM en uso y la temperatura interna del nodo gestionado. En la
Figura 38, se muestra el resultado correspondiente al mapa y en la Figura 39, la altitud a la

que se encuentra el nodo.
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Figura 38: Mapa de geolocalizacién con informacién del nodo

Altitud
[mi; 2654.7

Figura 39: Altitud del nodo en metros sobre el nivel del mar

5.2.2 Gestién y configuracién remota

Las funcionalidades de gestién y configuracion remota de los nodos, se encuentran
disponibles en las pestanas de Selecciéon de Perfil y Control de Sensores. En particular, se
implementaron diferentes opciones como el encendido y apagado de sensores, asi como la
eleccion del perfil de consumo energético. La decision de elegir un perfil u otro se considera
en base a la monitorizacién del consumo del CPU, el uso de la memoria, la temperatura del
nodo y el consumo energético. Cabe indicar que los nodos implementados disponen de baterias

de litio de 5000 mAh.
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5.2.2.1 Perfiles de energia y consumo energético (corriente y voltaje)

Los perfiles que se pueden seleccionar poseen diferentes caracteristicas en las que se busca
una disminucién en el consumo de corriente, como se presenta en la Figura 40.

Perfiles de Energia
Todos los sensores 23
Méximo consumo
Perfil 1 se encuentran p
. De energia
encendidos
Enciende los
sensores de Sensores con menor
Perfil 2 .
temperatura y consumo encendidos
corriente
Todos los sensores Consumo minimo
Perfil 3 se encuentran con el nodo
apagados operativo
Desactiva , .
interf 120 Minimo consumo de
Ahorro de Energia picriacg gt energia y solo
HDMI, UART, SPI y .
transmite datos
USB
Reestablece las Re(zlgr eea el podo al
Rastalileess interfaces modo gperatlvo para
seleccionar un perfil

Figura 40: Perfiles de energia y modo de ahorro

La seleccion de un perfil u otro influye directamente en la duracién de la bateria, ya que para
un menor consumo de energia se tendra un mayor tiempo de duracién, mientras que un alto
consumo energético reducira significativamente el tiempo de uso de la bateria.

El consumo de corriente medido en amperios (A) depende del consumo generado tanto por el
propio nodo como por los sensores conectados al dispositivo. Este valor se relaciona con la
duracién de la bateria. En cada perfil se tiene un consumo diferente, asi para el perfil 1 Figura
41.a, los datos toman valores entre los 680 mA y 640 mA. Para el perfil 2 Figura 41.b el
consumo toma valores entre 620 mA y 590 mA. Finalmente, para el perfil 3 Figura 41.c,
existen variaciones 620 mA y 580 mA. Esto demuestra que el consume de corriente varia de
acuerdo a las funcionalidades activas en cada perfil.
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a) Perfil 1 b) Perfil 2 c) Perfil 3

Figura 41: Resultado de consumo de corriente a) perfil 1 b) perfil 2 c) perfil 3

El voltaje se mantiene relativamente constante en las baterias de Litio hasta que disminuye
cuando esta cerca a agotar su carga. La Figura 42, muestra el proceso de monitorizacién de
esta variable. Como se puede apreciar las variaciones de voltaje son minimas obteniendo
valores entre 4,72 V hasta 4,79 V para los tres perfiles.

a) Perfil 1 b) Perfil 2 c) Perfil 3

Figura 42: Resultado de medicién del voltaje a) perfil 1 b) perfil 2 c) perfil 3

En cuanto al consumo energético, se realizé un proceso de censado de corriente durante un
tiempo de 60 minutos, en cada uno de los perfiles. De esta manera se obtiene un consumo
promedio mediante el cual se puede estimar la duracién de la bateria. Teniendo en cuenta
que la capacidad de la bateria es 5000 mAh, se utiliza la Ecuacion 1 y se calcula el tiempo
estimado de duracion de la bateria.

Tiempo estimado = Carga Bateria / Consumo
Ecuacién 1: Tiempo estimado de duracién de la bateria

Por medio de este analisis, se puede verificar que el consumo energético al realizar un cambio
entre perfiles existe una variacion del consumo de corriente promedio y el tiempo de bateria
estimado. Este resultado se presenta en la Tabla 11.

Perfiles Consumo de corriente promedio (mA) | Tiempo de bateria estimado (Horas)

Perfil 1 660 7.57 (7 horas y 34 minutos)

Perfil 2 607 8.23 (8 horas y 14 minutos)

Perfil 3 600 8.33 (8 horas y 20 minutos)

Ahorro de Energia 515 9.70 (9 horas y 42 minutos)

Tabla 11: Consumo de corriente promedio y tiempo de duracién de bateria para cada perfil
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Para realizar la medicion de consumo de energia de cada sensor se configuro el tiempo de
muestreo cada 10 segundos. A continuacion, se mide el consumo que genera, en la Tabla 12
se presentan los resultados.

Sensor Consumo de corriente (mA)
LDR 4mA
DHT11 5mA
GPS Breakout v3 50mA
INA219 10mA
SGP30 50mA

Tabla 12: Consumo de corriente en la adquisicién de datos de cada sensor

5.2.3 AnAlisis del rendimiento de los nodos

5.2.3.1 Uso de memoria RAM

Se obtiene la cantidad de memoria RAM utilizada en un nodo, la cual se presenta en kilobytes
(kB) y depende de los procesos o tareas que se encuentren en ejecucién. Este valor depende
de la cantidad total de memoria que se tenga disponible en el dispositivo, para el caso de la
Raspberry Pi 4 se tiene un maximo de 4 GB.

La Figura 43, muestra el resultado de la monitorizacion para los distintos perfiles. Cada perfil
muestra un comportamiento distinto debido a que cuentan con diferentes caracteristicas de
funcionamiento.

RAM en uso [kB] RAM en uso [kB] = RAM en uso [kB]

a) Perfil 1 b) Perfil 2 c) Perfil 3

Figura 43: Monitorizacién de la RAM en uso a) perfil 1 b) perfil 2 c) perfil 3

Por medio de las graficas anteriores, se promedian los valores obtenidos en la monitorizacién
y los resultados se muestran en la Tabla 13. De esta manera se puede verificar que mientras
mas procesos de censado estén ejecutandose, se tiene un mayor consumo de la memoria RAM,
y cuando no existen procesos relacionados a los sensores se tiene un consumo minimo de la
memoria.
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Perfiles | Memoria RAM en uso (kB) | Memoria RAM total (kB)

Perfil 1 2.393.530 3.884.368
Perfil 2 2.391.950 3 884.368
Perfil 3 2.381.740 3 884.368

Tabla 13: Memoria RAM en uso y total para cada perfil

5.2.3.2 Espacio utilizado en disco

El valor que se obtiene al monitorizar esta variable muestra informacion acerca del espacio
utilizado en el disco medido en kilobytes (kB). De forma similar, este valor depende de la
cantidad de almacenamiento disponible en el nodo que en el caso analizado es de
aproximadamente 30 GB.

En la Figura 44, se muestra la monitorizacién para los diferentes perfiles. De cada grafica
obtenida, se verifica que la variable tiene un comportamiento en el que el espacio utilizado
en el disco aumenta si se utilizan mas sensores.

Espacio utilizado en el disco [kB]

Espacio utilizado en el disco [kB] Espacio utilizado en el disco [kB]

a) Perfil 1 b) Perfil 2 ) Perfil 3

Figura 44: Monitorizacién del espacio utilizado en el disco para a) perfil 1 b) perfil 2 ¢) perfil
3

Por medio de los valores obtenidos en las graficas anteriores se obtiene un promedio y se
verifica que el uso de un perfil con mas sensores encendidos implica un mayor uso del disco
ya que los valores de las variables se almacenan en archivos, como se presenta en la Tabla

14.
Perfiles | Espacio utilizado en el disco (kB) | Tamafio total en el disco (kB)
Perfil 1 7.295.127 30.447.300
Perfil 2 7.295.124 30.447.300
Perfil 3 7.295.120 30.447.300

Tabla 14: Espacio utilizado en el disco y tamaiio total para cada perfil
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5.2.3.3 Carga del CPU

La monitorizacién de la carga del CPU indica la carga promedio que se ha tenido durante los
dltimos 15 minutos. El valor obtenido depende principalmente de los ntcleos con los que
cuente el dispositivo, se debe tener en cuenta que este valor es adimensional. En el caso de
la Raspberry Pi 4 tiene cuatro nucleos por lo que el valor maximo que puede tomar esta
variable es 4. Esto quiere decir que sus cuatro nucleos trabajan al 100%, un valor de 1 quiere
decir que un nucleo esta trabajando al 100%

La Figura 45, muestra la monitorizacién de esta variable para los distintos perfiles. Por
medio de cada grafica obtenida se verifica que de acuerdo a la seleccién de un perfil se tiene
una distinta carga del CPU lo que se debe a la cantidad de procesos activos en un perfil.

Carga del CPU

Carga del CPU Carga del CPU

a) Perfil 1 b) Perfil 2 c) Perfil 3

Figura 45: Monitorizacién de la carga del CPU a) perfil 1 b) perfil 2 c) perfil 3

Al final con todos los valores obtenidos en cada perfil se realiza un promedio y se presenta el
resultado en la Tabla 15, en la cual se visualiza que el cambio entre un perfil y otro afecta
directamente al valor obtenido. Este resultado se debe principalmente, a que de acuerdo a la
seleccidén de perfil se tiene un nimero de procesos relacionados a la adquisicién de datos de
los sensores.

Perfiles | Carga CPU
Perfil 1 0,15
Perfil 2 0,0272
Perfil 3 0,0161

Tabla 15: Carga del CPU para cada perfil

Por medio del andlisis de la carga del CPU, se puede concluir que el uso del software de
gestién no implica un trabajo alto para los nucleos del procesador, ya que los valores obtenidos
son inferiores a 1 (100% para un ntcleo). Por lo tanto, al observar el maximo valor de carga
se puede indicar que uno de los nucleos del CPU trabaja al 15 %.
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5.2.3.4 Temperatura del nodo

Al monitorizar esta variable se obtiene la temperatura de la placa de la Raspberry Pi 4 la
cual se mide en grados Celsius (°C) y varia de acuerdo a la utilizacién del dispositivo. Los
valores que puede tomar esta variable oscilan entre los 40 °C y 65 °C. Se verifica que para el
perfil 1 de la Figura 46.a, los valores obtenidos se encuentran en el rango de 46 °C a 48 °C.
Por otra parte, el resultado de la monitorizaciéon para el perfil 2 de Figura 46.b, los valores
estan entre 45 °C y 48 °C. Por dltimo, para el perfil 3 Figura 46.c, se obtienen valores entre
43 °Cy 46 °C.

Temperatura del nodo [°C] Temperatura del nodo [°C]

Temperatura del nodo [°C]

a) Perfil 1 b) Perfil 2 c) Perfil 3

Figura 46: Monitorizacién de la temperatura del nodo a) perfil 1 b) perfil 2 c) perfil 3

Se realiz6 un promedio de los resultados con el objetivo de establecer si los cambios entre
perfiles intervienen en la temperatura de la placa. Los resultados se indican en la Tabla 16.

Perfiles | Temperatura del nodo (°C)
Perfil 1 47,27
Perfil 2 45,34
Perfil 3 44,75

Tabla 16: Temperatura del nodo para cada perfil

El resultado indica que el cambio entre un perfil u otro si ocasiona un cambio en la
temperatura interna del nodo. Esto se debe principalmente, al uso de memoria y la carga del
CPU ya que estas variables dependen de los procesos en ejecucion.

5.3 Analisis de mensajes SNMP

Para realizar el andlisis de mensajes SNMP, se realiz6 una captura de trafico de la red
utilizando la herramienta Wireshark. de esta manera se obtienen las tramas de los mensajes
correspondientes a las consultas y respuestas generadas entre el agente y el administrador.
En la Figura 47, se muestra una consulta snmpget realizada por la aplicacion para obtener
el valor de un OID especifico.
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Frame 11: 186 bytes on wire (848 bits), 106 bytes captured (848 bits) on interface wlx1l4ccZelvordr, id @

» Ethernet II, Src: Tp-LinkT_17:9f:df (14:cc:20:17:9f7:df), Dst: Raspberr_19:83:4a (dc:aG:32:19:83:4a)
» Internet Protocol Version 4, Src: 10.18.18.2, Dst: 108.19.18.3
» User Datagran Drotncol Src Port: 5?923,% Puerto para Consultas

Protocol
Versién de SNMP

mngaxSlze 65507 ID de Mensaje y Tamafio

. .1.. = Reportable: Set
..8. = Encrypted: Not set
.8 = Authenticated: Not set
msgse:urltyﬂndel USM (3)

msg-ﬁuthorllativeEnglneBoots e o e . .
msgAuthoritativeEngineTime: @ ' Caracteristicas de Autenticacion
nsgliserNane: Encriptacion

msgAuthenticationParameters: <MISSING> y Y
ms PrJvac Parameters: <MISSING>

[ [

- plalntext
contextEnginelID: <MISSING>
contextName:

- data: get-request (8)

~ OEL-TEQUEsT
request-1id: 9742475
error-status: moError (@) J 3
o Tor-drdex: © 3 Tipo de mensaje SNMP
variable-bindings: & 1tems

Figura 47: Mensaje capturado correspondiente una trama de consulta (get-request)

En esta se puede verificar por medio del protocolo IP que la solicitud se ha iniciado desde la
direccién IP del administrador y tienen como destino la IP del agente. Ademas, por medio del
protocolo de transporte UDP se puede ver que el puerto usado para recibir una consulta de
tipo GET es el 161.

En cuanto al protocolo SNMP, se observa que se usa la version 3. En este apartado también
se indica el ID del mensaje, el tamano maximo y las caracteristicas de la trama de mensaje.
Entre las caracteristicas de la version utilizada se encuentra la autenticacion y encriptacion.
Para el mensaje analizado no se tiene un valor ya que se trata de una consulta.

Una caracteristica importante es el tipo de mensaje que en este caso se trata de un get-
request, y que no posee OID debido a las caracteristicas de seguridad implementadas en esta
version.

Para cada consulta realizada desde el administrador hacia el agente, se genera una trama de
tipo report, en la que se indica el nimero de paquetes recibidos por el motor SNMP. La trama
que se captura se muestra en la Figura 48.
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rame 21: 158 bytes on wire (1264 bits), 158 bytes captured (1264 bits) on interface wlx14cc20179fdf, id ©

» Ethernet II, Src: Raspberr_19:03:4a (dc:a6:32:19:03:4a), Dst: Tp-LinkT_17:9f:df (14:cc:20:17:9f:df)
» Internet Protocol Version 4, Src: 10.10.10.3, Dst: 10.10.10.2

» User Datagram Protocol, Src Port: 161, Dst Port: 57023
~ Simp
msgefsm\ snmpv3_(3) Versién de SNMP

ID de Mensaje y Tamarfio

Reportable: Not set
Encrypted: Not set
z Autnentlcated: Not set

elo de Seguridad

Engine
Engine ID Format:
Engine ID Data: da3afe28

Engine ID Data: Creation

g
Enterprise ID: net-snmp (8072)
Reserved/Enterprise-specific (128):

Mod
B0001f8880da3ar0283eede85e¢00000000

3)

Net-SNMP Random

Time: Jun 16, 2020 10:24:46 -05

Tty tootsT

e

——Jp> Informacién Motor SNMP

msgAuthoritativeEngineTime: 1070
msgUserName :
msgAuthenticationParameters: <MISSING>
msgPrivacyParameters: <MISSING>
~ msgData: plaintext (0)
~ plaintext
v contextEngxneID 8000118880da3ar0283eed4e85200000000
.... = Engine ID Conformance: RFC3411 (SNMPVv3)
Englne Enterprise ID: net-snmp (8072)
Engine ID Format: Reserved/Enterprise-specific (128):
Engine ID Data: da3afe28
Engine ID Data: Creation Time: Jun 16, 2020 10:24:46 -05
contextName:
data: report (8)
~ report
request-id: 9742475
error-status: noError (0)
error-index: @
~ variable-bindings: 1 item
» 1.3.6.1.6.3.15.1.1.4.0: 164

Net-SNMP Random

—> Tipo de mensaje SNMP

Figura 48: Mensaje capturado correspondiente una trama de reporte (report)

En esta trama al igual que en la del tipo request, se identifica la version SNMPv3, ademas
del ID y tamafio de mensaje. De la misma forma, se encuentra el modelo de seguridad
utilizado que en este caso es USM. También se verifica la informacién del motor SNMP como
son su ID, la fecha de creacidn, el formato, la empresa a la que pertenece, entre otros.

A continuacién, muestra el tipo de mensaje que corresponde a un reportel cual tiene su propio

request-ID, OID y el valor que en este caso corresponde a 164 mensajes recibidos por el motor
SNMP.

Finalmente, se obtiene la trama de respuesta que se envia desde el agente hacia el
administrador en este caso la mayor parte de la informacién esta encriptada. En esta trama
se puede verificar que se utiliza la version SNMPv3. De la misma manera que en las
anteriores tramas se muestra el ID y tamafio maximo de mensaje, asi como también el modelo
de seguridad utilizado que en este caso corresponde a USM.

Al igual que en los anteriores paquetes capturados, en esta trama se obtiene informacion
relacionada al motor SNMP en el cual se indica principalmente, el ID, la empresa, el formato,
fecha de creacidén, ete. A diferencia de las otras tramas, en esta se indica el usuario que esta
en forma legible y las claves de autenticacién y privacidad en forma encriptada. Al final, se
tiene el tipo de mensaje que es el PDU encriptado y contiene la informacion del OID
consultado. Todas estas caracteristicas se pueden observar en la Figura 49.
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Frame 31: 182 bytes on wire (1456 bits), 182 bytes captured (1456 bits) on interface wlx14cc20179fdf, id ©
Ethernet II, Src: Tp-LinkT_17:9f:df (14:cc:20:17:9f:df), Dst: Raspberr_19:03:4a (dc:a6:32:19:03:4a)
Internet Protocol Version 4, Src: 10.10.10.2, Dst: 10.10.10.3
User Datagram Protocol, Src Port: 57023, Dst Port: 161
Simple Network Management Protocol
msgVersion: snmpv3 (3)
~ msgGlobalData
msgID: 51483993
msgMaxSize: 65507
~ msgFlags: 07
e ik

{vv>vw>

Reportable: Set

Encrypted: Set

Authenticated: Set

msgSecurityModel: USM (3)

AuthoritativeEngineID: 80001f8880da3af0283ee4e85e00000000
cee s... = ENGLNE ontormance. V3)

Engine Enterprise ID: net-snmp (8072) 14

Englne ID Format: Reserved/Enterprise-specific (128): Net-SNMP Random —> Informacién Motor

Engine ID Data: da3af@28 SNMP

Engine ID Data: Creation Time: Jun 16, 2020 10:24:46 -05
msjlﬁ%ﬁﬁ?ifﬁf??ﬁ!ﬁ@TﬁEEbots: 29
msgAuthoritativeEngineTime: 1070
sgUserName: pil
sgAuthenticationParameters: e9f2ded®4adb47b75b4d286¢ —> Informacién de usuario y seguridad
sgPrivacyParameters: 07c26db560812451

: DU (1) .
encryptedPDU: 8015cd28726f4fb24b158083cee3623c08a6ea019r90radh.. |—> Respuesta Encriptada

-
"nun

Figura 49: Mensaje capturado correspondiente una trama de respuesta encriptada

5.4 Conclusiones

En este capitulo se presentaron los resultados del uso del software en el que se verificé su
correcto funcionamiento respecto al monitoreo y la gestién.

La aplicacion al presentar las variables del nodo permite conocer el estado del hardware. De
esta forma un usuario tiene la capacidad de efectuar tareas de gestién en caso de que se
requiera ademas de seleccionar un perfil de energia, desactivar un sensor especifico e incluso
el activar el modo de ahorro de energia que permite inicamente transmitir datos, segtiin sean
las necesidades del usuario.

De la misma manera con las variables de los sensores se logrd caracterizar el entorno en
donde esta colocado el nodo, esto se realizé de manera simple ya que el uso de graficas en
tiempo real facilité dicha tarea.

Finalmente, se analizaron los mensajes de red utilizando Wireshark para comprobar la
estructura de la versién 3 y que estos paquetes sean enviados por la interfaz Ad Hoc
configurada. En la que se detall6 todas sus partes corroborando la estructura de los mensajes
presentadas en el marco tedrico, en el Capitulo 2. A continuacién, en el Capitulo 6, se presenta
la evaluacién del sistema de gestién operando sobre una red inalambrica multi-salto, con tal
finalidad se empled la herramienta de emulacién disponible en el simulador NS3.
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Capitulo 6: Emulacion de la red Ad Hoc multi-salto con NS3

En este capitulo se presenta la emulacién de una red Ad Hoc multi-salto en el simulador NS3.
Con la caracteristica del uso de hardware virtualizado sobre contenedores Linux. En
particular, se definen las arquitecturas sobre las cuales se realizé la emulacién detallando el
proceso para la instalacion y configuraciéon de los contenedores Linux sobre los que se
implementa cada nodo.

Ademas, se describe el procedimiento para habilitar el hardware virtualizado sobre el
simulador NS3. En cuanto a los escenarios para los experimentos, se trabajé sobre una
topologia lineal multi-salto con enrutamiento estatico y posteriormente con enrutamiento
dindmico mediante el protocolo OLSR (Optimized Link State Routing). Finalmente, se
presenta un escenario que incluye un nodo mévil con enrutamiento OLSR.

Para finalizar se analizan las variables de red correspondientes a métricas de throughput o
trafico de la red, porcentaje de recepcion de paquetes y el delay o retardo de la red. Estos
resultados se presentan mediante graficos de barras. Ademas de la medicién del ancho de
banda en la red multi-salto para lo cual se empleé6 la herramienta iperf.

6.1 Arquitectura de emulacién

El proceso de emulacion y configuraciéon de cada uno de los nodos se realiza de la misma
manera que en el hardware real, como fue descrito en el Capitulo 4. Se trabajé con dos
arquitecturas presentadas en las Figuras 50 y 51, con el objetivo de demostrar las
capacidades y opciones disponibles en el mdédulo de emulacién NS3. Cabe recalcar que no se
realiza una comparacién entre ambas arquitecturas ya a nivel de funcionamiento del
simulador no se hace ningtin cambio en la capa fisica como se presenta en 6.3.

En la primera arquitectura se utiliza el ordenador como administrador en el Nodo 1 y se
emplea la aplicacion desarrollada en el Capitulo 4 para realizar las consultas a cada nodo
gestionado. Los nodos 2 y 3 sirven de salto para llegar al Nodo 4 que se configura como agente
la implementaciéon se hace de manera virtualizada utilizando contenedores Linux. En la
Figura 64, se presenta la arquitectura planteada.
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SNMP
Monitorizacién
de Variables

NMS: Nodo administrador
AGENTE: Nodo agente
------2 Enlace wireless
LXC: Contenedor linux

Figura 50: Arquitectura 1 de emulacién

La segunda arquitectura se realiz6 utilizando cuatro nodos virtualizados en contendores
Linux, de la misma manera el Nodo 1 se configuré como administrador SNMP simulando en
este caso la aplicacién desarrollada para hacer consultas SNMP. Los nodos 2 y 3 sirven de
salto para llegar al Nodo 4 que se configura como agente. Como se observa en la Figura 65,
los cuatro nodos conforman una red multi-salto.

SNMP
Monitorizacién
de Variables

NMS: Nodo administrador
AGENTE: Nodo agente
------: Enlace wireless
LXC: Contenedor linux

Figura 51: Arquitectura 2 de emulacién

6.2 Configuracién de contenedores Linux

Para la red multi-salto se utilizaron contendores Linux, la cual es una tecnologia que permite
empaquetar un sistema operativo y sus aplicaciones. En la Figura 52, se muestran las partes
principales del proceso de instalacion y configuracién de contenedores Linux, en el Apéndice
K se presenta detalladamente el proceso de: instalacién, creacién y habilitacién de un
contenedor Linux.
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INICIO

Instalacién
mediante gestor de
paquetes

.’

Linux Containers apt install Ixc

v

Herramientas de apt install Ixc-templates
virtualizaciény de | | Ixc-extra debootstrap

configuracién de los Iibvirt perl gpg tunct!
Bridge bridge-utils

v

Habilitacién de
servicios de LXC

FIN

Figura 52: Proceso para la instalacién y uso de los contenedores Linux

En la Figura 53, se observa el proceso para la creaciéon de un contenedor, en el cual se debe
seleccionar el sistema operativo a ser instalado, con su respectiva versiéon y arquitectura. Se
selecciond la distribucién Debian Buster debido a que los sistemas operativos Ubuntu y
Raspberry Pi OS que fueron utilizados en el Capitulo 4 estan basados en la misma.

INICIO

Creacién mediante {- Distribucién

Ixc.confcon sus e Version
especificaciones e Arquitectura

v

Creacién de
contrasena

v

Iniciar el
contenedor

FIN

Figura 53: Proceso de creacién de contenedor

Una vez creado el contendor, se procede a configurar los dispositivos Bridgey TAP como se
esquematiza en la Figura 54, con la creaciéon de un puente de red para el contenedor y la
asignacién de una direccion IP.
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INICIO

Crear un puente de red
para el contenedor
mediante bretl

Crear dispositivo TAP
mediante tunctl

Configurar direccion
IP para el dispositivo
TAP y habilitarlo

Agregar el dispositivo
TAP, asignar direccion
IP y habilitar el puente

de red

FIN

Figura 54: Proceso de configuracién de dispositivos Bridge y TAP

6.3 Configuracién de la herramienta de emulacion

La herramienta NS3 permite definir una serie de parametros, cuya configuracién se presenta
detalladamente en el Apéndice L. Inicialmente se configura el estandar 802.11 para la
conexién inalambrica entre nodos. Se utiliza el estandar 802.11n en la banda de 2.4 GHz con
MSC (Modulation Coding Scheme) 7, los estandares 802.11ac y 802.11ax estan todavia en
desarrollo para la herramienta emulacién con hardware.

Este estandar se caracteriza de la siguiente manera:

»  Stream Espacial: 1
=  Modulacién: 64-QAM
= Tasa de codificacion: 5/6

El siguiente parametro de configuracion es la movilidad de los nodos, estos se posicionan a
una distancia de 23 metros entre si, que es la maxima distancia obtenido antes de que la red
empiece a ser inestable, es decir, exista pérdida de conectividad entre los nodos. Es
importante indicar que el maximo rango de cobertura de 23 metros fue determinado mediante
un experimento previo realizado en el simulador. En particular, se utilizé6 el modelo de
posicién constante ya que los nodos se encuentran estaticos en la topologia lineal multi-salto.
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Para utilizar los contenedores Linux con NS3 se aplica el modelo tapBrigde, el cual permite
integrar hosts reales en las simulaciones como: los contenedores Linux, maquinas virtuales
previamente configuradas o utilizar directamente el ordenador como si fuera un nodo.

Al ejecutar la simulacién se puede variar el canal fisico, utilizando el valor
SNS_ GLOBAL VALUE=RngRun=#Simulacion, si bien el canal ya es aleatorio por defecto,
este parametro asegura este comportamiento, es decir que cada experimento desarrollado
tendra caracteristicas distintas con respecto al comportamiento del medio inalambrico lo que
permite una evaluacion mucho méas cercana a un entorno real.

6.4 Escenarios de simulacién

6.4.1 Escenario 1: Red multi-salto con enrutamiento estéatico

En la Figura 55, se detalla la topologia lineal de la red que esta conformada de cuatro nodos
y tres saltos. Se observa el administrador en el Nodo 1 y el agente en el Nodo 4. Ademas, se
utilizé enrutamiento estatico para la conexién entre los nodos.

Enrutamiento Estatico

Nodos Estaticos

Salto 1 Salto 2 Salto
—
Nodo 1 Nodo 2 Nodo 3 Nodo 4
10.10.10.1 10.10.10.2 10.10.10.3 10.10.10.4

Nodo administrador

Nodos de paso

Nodo agente

00®

Figura 55: Escenario 1: Red multi-salto con enrutamiento estatico

Para realizar la configuracién de una red Ad Hoc multi-salto empleando rutas estaticas, en
primer lugar, es necesario eliminar en cada nodo las configuraciones previas disponibles en
las tablas de enrutamiento, para ello se puede emplear la instruccion 1p route flush dev eth1l.
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Adicionalmente, es necesario activar el flag IP forward, ya que de esta manera los paquetes
pueden pasar a través de las interfaces y asi se pueden dar los saltos en la red. La
configuracion del enrutamiento para cada nodo se detalla en el Apéndice E. Finalmente, las
rutas configuradas se pueden verificar al ejecutar la instruccién, 1p route show o de forma
alternativa utilizando route —n.

6.4.2 Escenario 2: Red multi-salto con enrutamiento OLSR

Para el caso de este escenario se mantiene la topologia lineal como se observa en la Figura
56, sin embargo, en este caso se empled un protocolo de enrutamiento OLSR (Optimized Link
State Routing), en lugar de las rutas estéticas.

Enrutamiento Dindmico
OLSR

Nodos Estaticos

Salto 1 Salto 2 /Salto
Nodo 1 Nodo 2 Nodo 3 Nodo 4
10.10.10.1 10.10.10.2 10.10.10.3 10.10.10.4

Nodo administrador

Nodos de paso

Nodo agente

00®

Figura 56: Escenario 2: Red multi-salto con enrutamiento OLSR

El protocolo de enrutamiento OLSR es un protocolo proactivo que permite mantener tablas
actualizadas de enrutamiento en todo momento, sin embargo, requiere una carga mayor en
la red debido a que envia paquetes de control.

En concreto utiliza mensajes denominados Hello mediante los cuales se hace el
descubrimiento de nodos vecinos. Dichos mensajes se intercambian de manera periddica para
los nodos que estan a un salto, es decir no se retransmiten mas alla de este salto.

También se utilizan mensajes de control de topologia, estos se difunden por toda la red y se
envian dnicamente por nodos especiales denominados MPR (Multi Point Relay) lo que
permite reducir el trafico de enrutamiento en la red.
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A nivel de implementacion, se encuentra disponible el demonio olsrd, el cual cuenta con un
archivo llamado olsr.confdonde se definen sus distintas opciones de configuracién. El proceso
detallado para el enrutamiento OLSR de nodos se presenta en el Apéndice E.

6.4.3 Escenario 3: Red multi-salto con un nodo mévil y enrutamiento OLSR

En este escenario se anade un quinto nodo movil llamado Nodo 5 a la red como se observa en
la Figura 57. Con la direccién IP 10.10.10.5, que se configura como agente SNMP. Dicho
experimento se planificé con el objetivo de evaluar la arquitectura propuesta bajo condiciones
de movilidad.
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Enrutamiento Dindmico

OLSR
Posiciéon 1
Salto 1 Salto 2 Salto Salto 4
Nodo 1 Nodo 2 Nodo 3 Nodo 4 Nodo 5
10.10.10.1 10.10.10.2 10.10.10.3 10.10.10.4 10.10.10.5
Posicién 2
Salto 1 Salto 2 Salto
@>/ 6 )}

Nodo 1 Nodo 2 Nodo 3 Nodo 5 Nodo 4
10.10.10.1 10.10.10.2 10.10.10.3 10.10.10.5 10.10.10.4
Posicién 3

Salto 1 Salto 2
Nodo 1 Nodo 2 Nodo 5 Nodo 3 Nodo 4
10.10.10.1 10.10.10.2 10.10.10.5 10.10.10.3 10.10.10.4
Posicion 4
Salto 1
Nodo 1 Nodo 5 Nodo 2 Nodo 3 Nodo 4
10.10.10.1 10.10.10.5 10.10.10.2 10.10.10.3 10.10.10.4

Nodo administrador

Nodos de paso

Nodo agente

00@

Figura 57: Escenario 3: Red multi-salto con un nodo mévil y enrutamiento OLSR
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En concreto el nodo mévil inicia a 23 metros del Nodo 4 que es el extremo de la red, se mueve
en direccion hacia el Nodo 1 con el que tiene 92 metros de distancia. Pasa por todos los nodos
de la red hasta terminar en la posicién del Nodo 1. La velocidad de movimiento del nodo se
configura a 0,153 (metros/segundo) para cubrir toda la trayectoria en un tiempo de diez
minutos.

6.5 Resultados de la simulacién

Se realizaron diez simulaciones para cada escenario con una duracién de 10 minutos cada
una, con el objetivo de que estos experimentos sean estadisticamente validos. En particular,
se efectuaron cinco simulaciones con la arquitectura que contiene un nodo como el ordenador
y cinco simulaciones que contienen todos los nodos virtualizados. Las simulaciones promedio
se realizaron utilizando un intervalo de confianza del 95%.

En el caso del trafico se obtienen los datos cada 60 segundos de simulacién debido a que la
aplicacién desarrollada en el Capitulo 4 hace las solicitudes SNMP cada 60 segundos. Los
paquetes capturados, el porcentaje de recepciéon de paquetes y el retardo de realiza para todo
el trafico en la red con el objetivo de caracterizar la red multi-salto. Las tablas con los
resultados se presentan en el Apéndice F, en esta secciéon se muestran los graficos de barras
de valores promedio de las diez simulaciones que resumen dichos resultados.

Para la métrica del trafico de red tal como se presenta en la Tabla 17, en el caso del
enrutamiento estatico se tiene un valor de 10,36 kbps, se muestra un aumento de 1,06 kbps
al utilizar el enrutamiento OLSR y para el caso mévil el valor promedio se mantiene cercano
a los 10 kbps. Sin embargo, el nivel de trafico generado continta siendo bajo en comparacién
con la capacidad disponible en el estandar IEEE 802.11n. En la Figura 58, se observa este
comportamiento con el intervalo de confianza respectivo de cada medicién.
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Figura 58: Trafico promedio de la red para cada escenario

Escenario | Trafico promedio de la red [kbps]
1 10,36
2 11,42
3 9,96

Tabla 17: Trafico promedio de la red en cada escenario

En la Tabla 18, se presenta el porcentaje de recepcién de paquetes, para los escenarios
estaticos se comportan de manera similar con un valor cercano al 95% logrando que la red
sea estable y la aplicacién funcione correctamente, es importante destacar que nunca se llega
al 100% ya que el medio inalambrico es muy variable y no siempre se dan las condiciones
6ptimas. En el caso del escenario mévil se puede apreciar una clara disminucién de esta
métrica a un valor del 45% aproximadamente, el proceso de enrutamiento junto con movilidad
del nodo dificulta la recepcién de los paquetes. Esto resulta en que algunas solicitudes SNMP
no son respondidas por el agente y la red se vuelve inestable. En la Figura 59, se observa este

comportamiento con el intervalo de confianza respectivo de cada medicion.
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Figura 59: Porcentaje de recepcién de paquetes promedio para cada escenario

Escenario | Porcentaje promedio de recepcién de paquetes [%]
1 94,91
2 93,90
3 44,88

Tabla 18: Porcentaje de recepcién de paquetes promedio para cada escenario

En el caso de métrica del retardo que se presenta en la Tabla 19, se mantiene en valores
promedio similares para los escenarios estaticos cercanos a los 60 ms y en el escenario mévil
de puede apreciar una disminucién hasta los 35 ms, esto se debe al progresivo acercamiento
del nodo hacia el administrador. En la Figura 60, se observa este comportamiento con el
intervalo de confianza respectivo de cada medicién.
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Figura 60: Retardo promedio en la red para cada escenario

Escenario | Retardo promedio de la red [ms]
1 61,4
2 56,3
3 35

Tabla 19: Retardo promedio en la red para cada escenario

6.5.1 Ancho de banda de la red multi-salto

Para dimensionar el ancho de banda maximo de la red se utilizé la herramienta iperf, dicho
procedimiento se presenta en el Apéndice G.

Iperfpermite enviar trafico desde el Nodo 1 que acttia como cliente a los nodos 2, 3 y 4, que
actian como servidores. En la Figura 61, se observa que el ancho de banda disminuye en
cada salto.

En la Tabla 20, se presenta los valores de cada arquitectura y con un valor promedio de 2225
kbps en el primer salto, 849 kbps en el segundo y 529 kbps en el tercero. En [51] se encuentra
este mismo patron de comportamiento de una red Ad Hoc para cada salto entre nodos donde
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se resalta que este comportamiento, se debe principalmente a las interferencias intra-flujos
(interferencia radio y contencién del canal) entre los nodos. Sin embargo, cabe destacar que
el ancho de banda determinado es muy superior a los requerimientos de trafico demandados
por la aplicacién.

Ancho de banda de la red-multisalto

2400 - Ancho de banda —® - |

2250

2100 T

1950

T
7~

1800

T
e

1650 \ b

1500 | \ -

Kbps

1350 \ 1
1200 ~ B

1050 ~ B

\
900 | — .
S
~—

Saltos

Figura 61: Ancho de banda promedio para cada uno de los saltos

Ancho de Banda [kbps] Arquitectura 1 | Arquitectura 2 | Promedio
1 (Nodo 1 - Nodo 2) 2240 2210 2225
2 (Nodo 1 - Nodo 2- Nodo 3) 812 886 849
3 (Nodo 1 - Nodoﬁ - Nodo 3 - Nodo 505 553 £99

Tabla 20: Ancho de banda promedio de la red

6.6 Conclusiones

El uso del software NS3 y contenedores de Linux posibilitan la interaccién entre el mundo
real y el virtualizado, lo que permite llevar a cabo el analisis de las métricas de throughput,
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porcentaje de recepciéon de paquetes y retardo en la red Ad Hoc multi-salto permitiendo
hacerlo de manera realista con el trafico SNMP generado.

Esto facilité el estudio de distintos escenarios porque se puede variar parametros sin la
necesidad de desplegar la red de manera fisica ya que esto limitaria mucho el desarrollo de
los experimentos.

Segun los resultados encontrados correspondientes al trafico en la red, se puede verificar que
existe un mayor trafico en el enrutamiento OLSR ya que se producen mensajes propios del
protocolo lo que no sucede en un escenario con enrutamiento estatico. De igual manera, se
observa que existen pérdidas ocasionadas por la distancia de separacién entre los nodos y a
la variacion del canal simulado, esto no afecta significativamente a la red ya que se tiene una
tasa de recepcion superiores al 93% en los casos estaticos y el proceso de gestién no sufre
mayor afectacion.

Por otro lado, al verificar los resultados de retardo en la red esta métrica depende
principalmente de las caracteristicas del medio y el trafico de la red, ademas, de la posicion
y movimiento de los nodos dependiendo de cada escenario.

En el escenario del nodo mévil es donde se encuentran problemas, este al moverse disminuye
considerablemente la estabilidad que obtiene la red en ambos casos estaticos, asi como no
siempre se reciben las consultas SNMP realizadas, por lo que se considera el caso con los
peores resultados.

Como trabajos futuros en el escenario mévil se recomienda realizar mas experimentos ya que
existen mAas variables a considerar como: la velocidad del nodo, la distancia entre nodos, el
patron de desplazamiento, el tiempo de actualizacién de los mensajes de enrutamiento y el
tipo de protocolo que se usa, ya sea proactivo o reactivo.

Al verificar el ancho de banda en la red, se puede concluir que este disminuye con cada salto
producido, se obtiene el mayor ancho de banda en el primer salto y el menor entre los nodos
1 al 4. Entre cada salto, el ancho de banda disminuye considerablemente, sin embargo, este
es un comportamiento inherente a las redes Ad Hoc.
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Capitulo 7: Conclusiones y Recomendaciones

7.1 Conclusiones

El trabajo de titulacién realizado es un desarrollo versatil porque puede adaptarse en una
gran cantidad de escenarios de Smart Cities que requieran monitoreo y gestién de nodos. En
el escenario concreto de este trabajo, con los nodos desplegados se puede monitorizar
variables ambientales y de geolocalizaciéon de un sitio especifico lo que permite al usuario
conocer el entorno de manera remota.

El factor diferenciador de este desarrollo es que se puede implementar sin necesidad de una
red estructurada, ya que en algunos entornos no existe dicha infraestructura y la red Ad Hoc
sustituye esta carencia. De esta manera, el despliegue se vuelve independiente del lugar
geografico. El uso de baterias de la misma manera, hace que el sistema no necesite de la red
eléctrica para funcionar.

El problema principal estda en la recarga de las baterias porque tienen una capacidad
energética definida, esta limitacién debe ser solucionada para mejorar la adaptabilidad del
sistema a practicamente cualquier entorno.

Por otra parte, el uso del protocolo SNMPv3 cumple satisfactoriamente con los objetivos
planteados haciendo que el monitoreo y gestion sea simple para los dispositivos y sensores.
Lo que resulta en que sea factible integrar otras plataformas distintas a Raspberry Pi al
sistema, siempre que soporten el modo Ad Hoc y el protocolo SNMP. De la misma manera
con cualquier tipo de sensor, lo que hace que las posibilidades sean muy amplias.

El framework Node-RED se integra directamente con SNMP gracias a las librerias y
capacidades que ofrece, por lo que es una herramienta util en este cometido. El uso de la
interfaz grafica brinda prestaciones para que el monitoreo se realice en tiempo real, el uso de
un mapa para ver la localizacién geografica y que se puedan programar las funciones de
control de los sensores, perfiles y ahorro de energia.

El analisis de rendimiento de los nodos permite al usuario conocer la carga computacional
del nodo ya que no siempre se requiere tener todos los sensores activos y como se hizo énfasis
el uso de la bateria hace que sea necesario conocer el consumo energético. De la misma
manera, el uso de memoria debe tenerse en cuenta ya que no todos los dispositivos tienen la
misma capacidad.

Con esta informacién el usuario segin sus necesidades tiene la capacidad de desactivar
sensores e incluso dejar el nodo tinicamente para que transmita datos hasta cargar la bateria.

La aplicacién web implementada con IBM Cloud permite hacer el monitoreo desde Internet,
ya que los datos se envian por el gateway a la nube, lo que amplia la capacidad de
monitorizacion.
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En lo que respecta a la segunda parte de este trabajo, el uso de la herramienta de emulacién
utilizando hardware real en NS3 brinda capacidades como el uso del propio ordenador como
un nodo y la mas importante el uso de contenedores Linux lo que permite elegir el sistema
operativo y las aplicaciones que se ejecutan en los contenedores.

A diferencia de una simulacién de NS3 convencional, en la que Uinicamente se configura el
nodo en el coédigo que se ejecuta y, el envio de trafico es limitado y complejo. Con la
herramienta toda la configuracién se traslada a los contendores, esto se traduce que el trafico
enviado es real y es generado por los mismos, comportandose como si el nodo fuera hardware
real.

En el caso de este trabajo esto hace que la configuracién del administrador y agente en los
nodos se realice con el mismo proceso del ordenador y la Raspberry Pi, enviando trafico real
generado por la aplicacién que se desarrollo.

Por consiguiente, el enrutamiento de los nodos de la manera estatica o dindmica se realiza
directamente en el nodo, con lo que el proceso al pasar a un hardware real sea exactamente
igual. Lo que se deja al cédigo en NS3 es tnicamente la simulacién del canal Ad Hoc, el
posicionamiento de los nodos y la movilidad en caso de que se requiera.

Con estas bases, se plantearon los distintos escenarios para una red multi-salto para evaluar
las variables de red. Los resultados muestran que la red es estable y eficiente en el caso
estatico ya sea utilizando enrutamiento estatico y con un ligero aumento del trafico con
enrutamiento OLSR.

Por ultimo, en el caso de la red modvil con enrutamiento OLSR, el nodo moévil cambia este
comportamiento y la red disminuye su eficiencia, por lo que se requiere considerar una
solucién para acercarse a los valores obtenido en el caso estatico.

7.2 Recomendaciones

Como recomendaciones para trabajos futuros principalmente se plantea el despliegue del
sistema con la red multi-salto para analizar su respuesta respecto a las variables de red. Esto
con el fin de contrastar los resultados obtenidos en el simulador con la realidad. Ademas, esta
red puede ser heterogénea, es decir, que utilice plataformas que soporten el modo Ad Hoc y
una distribucién Linux.

En cuanto a las desventajas planteadas por el uso de baterias se puede plantear la recarga
mediante una solucién preferentemente de energias renovables o en los escenarios donde esto
no se permita con energias no renovables. Esto con el fin de incrementar la autonomia de la
red y prolongar su uso.

Respecto al protocolo utilizado SNMPv3 se recomienda la comparacién con otros protocolos,
como por ejemplo el protocolo MQTT que es muy popular en la actualidad. De la misma
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manera con una SDN con el objetivo de comparar las ventajas y desventajas al usar dichas
tecnologias.

En el desarrollo de la aplicacién como tal, el protocolo SNMP es extenso y brinda muchas
capacidades por lo que se recomienda profundizar atin mas en su uso para hacer un mejor
uso del sistema. Asi como también afadir nuevas funciones a la aplicacion en futuras
versiones.

Una de estas mejoras estaria enfocada en afiadir una capa de seguridad a la aplicacién ya
que si se enfoca en el manejo de datos sensibles la red podria ser vulnerable a un ataque ya
que esto es un problema inherente a las redes Ad Hoc y es tema de investigacién actual.

Con un enfoque a nivel comercial, se puede mejorar el encapsulado de los nodos para que
resistan distintas condiciones climaticas.

Finalmente, a nivel de monitoreo, se pueden conectar el sistema a Internet mediante el uso
de una IP publica y el gateway por defecto.
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Anexos

Apéndice A: Scripts que utilizan la funcion Pass-Through

Las variables que se pueden monitorizar son tanto del propio nodo, asi como también valores
obtenidos mediante sensores. L.a monitorizacién puede ser a través de consultas utilizando
snmpget o también utilizando snmpset que sirve para establecer un valor.

A.1 Script de temperatura del nodo

A continuacién, se describe el proceso para monitorizar la temperatura de la placa del
dispositivo realizando la conversion a grados Celsius con el comando:

echo $(($(cat /sys/class/thermal/thermal_zoneO/temp)/ 1000))

Crear un script que tenga el OID definido y muestre la informacién requerida:

#l/bin/bash
11('[::(5:] ”»— ::_g;;]
then

echo.1.3.6.1.4.1.8072.2.1

echo integer

echo $(($(cat /sys/class/thermal/thermal zoneO/temp)/ 1000))
e

exit 0

Para poder ejecutar se debe hacer el script ejecutable con el siguiente comando:

(13

sudo chmod +x “Nombre del Archivo”

A.2 Script para control de pin GPIO

Para controlar la GPIO se utiliza el script presentado a continuacion, en este caso el Pin 25
en el que se define un OID y un valor de 1 para encendido y O para apagado.

#l/bin/bash
If[ II$Z " — u_guj
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...........

then
echo.1.3.6.1.4.1.8072.2.2
echo integer

pin=25

gpio mode $pin output
gpio read $pin

&

I.f[ I’$] " — ”'S /r]
then

pin=25

gpio write $pin $4
7

exit 0

A.3 Scripts para los sensores

Para todos los sensores se sigue la misma estructura que permite definir un OID y presentar
la informacién:

#l/bin/bash

if["$1"="g"]

then
echo.1.3.6.1.4.1.8072.2.3
echo integer

echo $(cat /home/pi/Idr.txt)
)y

exit 0

A.4 OIDs definidos para las variables y por defecto

En la Tabla 21, se presenta los OID definidos para las variables. Ademas, se presentan los
OID que viene por defecto en el paquete snmp que son utilizados en la aplicacién.
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s

Variables definidas

OID

Temperatura del nodo

.1.3.6.1.4.1.8072.2.1

Control Pin GPIO

.1.3.6.1.4.1.8072.2.2

Luz

.1.3.6.1.4.1.8072.2.3

Temperatura ambiente

.1.3.6.1.4.1.8072.2.4

Humedad ambiente

.1.3.6.1.4.1.8072.2.5

Voltaje .1.3.6.1.4.1.8072.2.6
Corriente .1.3.6.1.4.1.8072.2.7
Altitud .1.3.6.1.4.1.8072.2.8
Latitud y Longitud .1.3.6.1.4.1.8072.2.9
TVOC .1.3.6.1.4.1.8072.2.10
eCO2 .1.3.6.1.4.1.8072.2.11
Variables por defecto
RAM en uso .1.3.6.1.4.1.2021.4.6.0

Espacio utilizado en el disco

.1.3.6.1.4.1.2021.9.1.8.1

Carga del CPU

.1.3.6.1.4.1.2021.10.1.3.3

Tabla 21: OIDs definidos para cada sensor
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Apéndice B: Instalacién de los sensores del nodo

Todos los sensores se ejecutan sobre CircuitPython que es un lenguaje basado en Python.
Este software sirve para la programacién de microprocesadores y es en el que se ejecutan
librerias para el uso de cada sensor.

Los pines de la Raspberry Pi de este anexo se refieren a la numeracion fisica de los mismos.
La alimentacion de todos los sensores se realiza a 5V en el Pin 2 y la referencia GND en el
Pin 6.

B.1 Instalacién de sensor de corriente y voltaje (INA219)

El sensor requiere la instalacién de la libreria sudo pip3 install adafruit-circuitpython-
Ina2l19. La conexién de los pines se realiza de la siguiente manera en la Figura 62, en esta se
observa la conexion:

* Vcc a la alimentacién de 5V o 3.3V (Soporta ambos voltajes) (Pin 2)
* Gnd a al pin Pi GND (Pin 6)
= Scl a al pin Pi SCL (Pin 5)

* Sda a al pin Pi SDA (Pin 3)

Figura 62: Conexion del sensor INA219

Para realizar la medicién se utiliza un cable USB Tipo A a USB Tipo C, cuyas conexiones van
a la bateria y a la Raspberry Pi respectivamente. Se realiza un corte en el cable de
alimentacién V+ para colocar el sensor de la siguiente manera.

»  V+ alabateria (USB A)
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» V- alaentrada de alimentacién de la Raspberry Pi (USB C)

B.2 Instalacién de sensor de temperatura y humedad (DHT11)

El sensor de humedad requiere la libreria sudo pip3 install Adafruit DHT cuya
conexion se realiza como en la Figura 63 para la version de 3 pines y como la Figura
64, para la version de 4 pines.

* Vecc a la alimentacién de 5V (Pin 2)

* Gnd a al pin Pi GND (Pin 6)

» Senal al pin GPIO 4 (Pin 7)

Figura 64: Conexion de sensor DHT11 de cuatro pines
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B.3 Instalacién de sensor de luz (LDR)

El sensor de luz (LDR) al ser un sensor analégico no requiere de ninguna libreria, por lo que
Unicamente requiere conectarse a un capacitor de 1uF formando un circuito RC que hace
posible la medicién.

La conexién se realiza como se presenta en la Figura 65:
* Vecc ala alimentacién de 5V (Pin 2)
* Gnd a al pin Pi GND (Pin 6)

= Senal al pin GPIO 18 (Pin 12)

Figura 65: Conexion del sensor de LDR

B.4 Instalacién de sensor de geolocalizacién (GPS Breakout v3)

La conexién del sensor GPS se realiza utilizando la interfaz UART de la Raspberry Pi lo que
requiere desactivar la interfaz serial del mismo.

Para este proceso se ejecuta el comando sudo raspi-config en las opciones de interfaz se
selecciona en Serial y a continuacién, desactivar la consola serial como en las Figuras 66 y
67.
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Figura 66: Desactivar el login mediante acceso serial

Figura 67: Habilitar el puerto serial

Una vez realizado se reinicia la plataforma y se instala las siguientes librerias sudo pip3
Install adafruit-circuitpython-gpsy se recomienda actualizar la libreria sudo pip3 install -
upgrade adafruit_blinka.

La conexién del sensor se realiza como en la Figura 68:

* Vcc a la alimentacién de 5V o 3.3V (Soporta ambos voltajes) (Pin 2)
* Gnd a al pin Pi GND (Pin 6)
* Tx a al pin Pi UARTO RX (Pin 10)

= Rxa al pin Pi UARTO TX (Pin 8)
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Figura 68: Conexion del sensor GPS

En el cédigo en Python se debe activar el acceso mediante la UART, por lo general se utiliza
la interfaz ttySO0, el timeout de actualizacién se configura en funcién de la necesidad del
usuario.

Import serial
uart = serial. Serial("/dev/ttyS0", baudrate=9600, timeout=10)

B.5 Instalacién de sensor de contaminacién (SGP30)

El sensor de contaminacién requiere la instalaciéon de la libreria sudo pip3 install adafruit-
circuitpython-sgp301la conexidn se realiza como en la Figura 69:

»  Vece a la alimentacién de 5V (Pin 2)
* Gnd a al pin Pi GND (Pin 6)
= Scl a al pin Pi SCL (Pin 5)

* Sda a al pin Pi SDA (Pin 3)
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Figura 69: Configuracion del sensor SGP30

B.6 Instalacién de LED indicador

Para el funcionamiento del LED indicador se requiere la libreria Wiring Pipara controlar los
pines de la GPIO que viene pre instalada. En caso contrario se utiliza el comando apt-get
Install wiringpi.

Con el comando sudo gpio readall se puede revisar los pines y sus distintos usos. En este caso
se hace la conexion al Pin 25 GPIO que entrega el voltaje y corriente necesarios para controlar
un LED, la conexidn se realiza de la forma que presenta la Figura 70:

»  Anodo al Pin 25 GPIO (Pin 37)

= (Catodo a al pin Pi GND (Pin 6)

Figura 70: Configuracién del LED indicador
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Apéndice C: Instalacién, ejecucion y configuracién funciones de
Node-RED

C.1 Instalacién manual mediante comandos

La instalacién manual de Node.js que es el entorno de ejecucién para JavaScript y contiene
el administrador de paquetes npm. Se realiza mediante el comando apt install nodejs. A
continuacién, se debe instalar Node-RED, por medio del gestor de paquetes npm.

npm 1nstall -g —unsafe-perm node-red node-red-admin

= -g! Permite instalar el paquete de manera global.

= -unsafe-perm: Para suprimir cualquier error que se produzca en la instalacién.

Para evitar problemas con el firewall se debe permitir el uso del puerto 1880 para lo cual se
utiliza la herramienta ufw con el comando ufw allow 1880.

C.2 Instalacién mediante un script

Los desarrolladores ofrecen la posibilidad de automatizar la instalaciéon de todos los paquetes
mediante un script para una distribucién basada en Debian como Raspberry Pi OS y Ubuntu,
que se puede descargar y ejecutar con el siguiente comando:

bash <(curl -sL https-/raw.githubusercontent.com/node-red/linux-
installers/master/deb/update-nodejs-and-nodered)

Lo que instala Node.js, Node-RED y todas las dependencias necesarias para su ejecucion.

C.3 Integracion de SNMP en Node-RED

La aplicacién Node-RED permite integrar el protocolo SNMP mediante médulos, los cuales
se instalan con el gestor de paquetes npm. Para la instalacion en primer lugar se debe
cambiar de directorio, hacia la carpeta correspondiente a Node-RED con el comando cd
SHOME/ node-red en este directorio se deben instalar todas las librerias.

Node-RED tiene nodos para SNMP en el médulo node-red-node-snmp que vienen por defecto
o pueden ser instalados desde la aplicaciéon. Sin embargo, no son de utilidad en este caso
debido a que solo soportan las versiones 1y 2. Por esta razén se debe instalar librerias para
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poder utilizar SNMPv3 mediante funciones en JavaScript, para la instalacién se utiliza el
comando: npm install net-snmp

Para que se pueda utilizar este mddulo, se debe realizar modificar el archivo de configuracién

de settings.js. Este archivo se encuentra en el directorio $HOME/.node-red y se modifica la
linea snmpModule-require(‘net-snmp’) como en la Figura 71.

GNU nano 4.8

settings. js

functionGlobalContext: {

snmpModule:require(

3

Figura 71: Modificaciéon realizada en el archivo Setting.js

C.4 Configuracion del nodo Inject

El nodo temporizador de la Figura 72, corresponde al nodo en que se puede configurar un
intervalo de tiempo para hacer consultas SNMP. En este caso se configura para hacer

consultas cada 60 segundos. En la Figura 73, se presenta las propiedades que debe tener el
nodo para esta configuracién.

=@
amestamp &

Figura 72: Nodo Inject

& Properties & B =
= Payload - timestamp
= Topic
Inject once after | 0.1 | seconds, then
C Repeat interval v
every 1 minutes ¥

W Name

Figura 73: Configuracién del nodo Inject
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C.5 Configuracién del nodo Function

El nodo Function de la Figura 74, correspondiente a la consulta SNMP escrita en JavaScript,
mediante este nodo. Para la aplicacion se realizan dos tipos de consulta:

»  Snmpget: Permite leer variables al obtener informacién de uno o varios OID.

»  Snmpset: Permite escribir o modificar valores de una variable en uno o varios OID.

1]
=

Figura 74: Nodo Function
Para cargar la funcion se utiliza la siguiente instruccion:
var snmp = global. get(‘'snmpModule);

Una vez que se carga el médulo, se especifica el puerto, reintentos, el protocolo de transporte
y la versién. El cddigo utilizado se muestra a continuacidn:

var options = {
port’ 161,
retries- 1,
timeout: 5000,
transport’ “udp4”,
trapPort’ 162,
version’ snmp. Version3,
IdBitsSize:’ 32,
context: “’

},.

De igual manera se especifica el usuario y la seguridad implementada en la autenticacion y
encriptacién, en este caso se utiliza MD5 y AES. Ademas, se especifica la direccion IP a la
cual se realiza la consulta. En este caso se coloca la direccion 70.10.10.3 de la red Ad Hoc del
agente que es la Raspberry Pi.

var user = {

name: “authOnlyUser’,
level: snmp.SecurityLevel. authPriv,
authProtocol: snmp.AuthProtocols.mdb,
authKey: “125456678”,
privProtocol: snmp. PrivProtocols.aes,
privKey: “12345678”

}’.

var sesion = snmp.createV3Session(“10.10.10.3”, user, options);
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Para las consultas snmpget se agrega el o los OID que se desean consultar.

varoids =[ “1.3.6.1.4.1.2021.4.6.0", “1.3.6.1.4.1.2021.4.6.1” ],
sesion.get (oids, function (error, varbinds)

C.6 Configuracion de los nodos Split y Change

Para el nodo Split de la Figura 75, los valores se dejan por defecto como se muestra en la
Figura 76, debido a que se encarga de dividir el payload obtenido por la funcion SNMP. Para
el nodo Change se debe mover el valor msg.payload.value hacia la salida del bloque, para lo
cual se realiza la configuracion presentada en la Figura 77.

& &
sphi ose A panyiosd, value

Figura 75: Nodos Split y Change

1+ Properties &

[
&l

Split msg . payload based on type:

String / Buffer
Split using 3 \n
Handle as a stream of messages
Array
Split using Fixed length of 1

Object

Send a message for each keyl/value pair

Copy key to | msg. |

Figura 76: Configuracion del nodo Split

#+ Properties o

W Name

= Rules

Move ~| =~ msg. payload.value

© |+ msg payload

Figura 77: Configuracion del bloque Change
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C.7 Configuracién del nodo Exec

Como alternativa a la libreria snmp-net con la que se configuraron las consultas se puede
utilizar el nodo Exec para ejecutar comandos de la terminal, por lo que también es posible
ejecutar directamente las consultas. Con la finalidad de demostrar las capacidades de Node-
RED se configura mediante este método, el control de encendido/apagado un pin de la GPIO.
En la Figura 78, se observa la configuracion del nodo Exec.

£ Properties

& command snmpset -v3 -| authPriv -u pi -a MD5 -A 12345678 -x AES -X 12345678 10.10.10.3 .1.3.6.1.2.1.8072.2.2 i

=+ Append msg.payload

@ Output when the command is complete - exec mode hd
@ Timeout seconds

¥ Name set

Figura 78: Configuracién del nodo Exec

En la Figura 79, se muestra el flujo para el control del pin de la GPIO, como se puede observar
ejecuta directamente el comando al enviar el dato desde un botén.

Encender PIN 22 —\—f—~
)at  m
Apagar PIN 22 .

Figura 79: Flujo para el control de pin de GP1O

En la interfaz se muestra el control del LED indicador con el nodo Gauge que viene incluido
en el Dashboard en el que se utiliza la funcién snmpset para colocar una variable para el
encendido y apagado. La interfaz presentada en el Dashboard se muestra en la Figura 80.

ON PIN 25 OFF PIN 25

Figura 80: Control del LED indicador en el Dashboard
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C.8 Instalacién y configuraciéon del médulo Dashboard

El primer paso para realizar este procedimiento, es ingresar en el directorio $HOME/. node-
redy para instalar se debe ejecutar npm install node-red-dashboard. Lluego para ingresar a
la interfaz se debe ejecutar localhost:1880/ul.

En la Figura 81, observa la configuraciéon de la barra lateral para dividir en pestanas cada
una de las funciones de las aplicaciones con sus respectivos grupos para organizar los widgets.

|l dashboard

Layout Site Theme

Tabs & Links

~ & Seleccion de Perfil
> B Perfiles

~ & Monitoreo de Variables
> B Variables Sensores
> B Variables de Nodo

~ & Geolocalizacion
> B GPS

~ & Control de Sensores

> B Sensores

Figura 81: Configuracion de la barra lateral
C.9 Configuracién del nodo Chart

Se utiliza el nodo Chart para presentar el valor obtenido del OID en un grafico cartesiano en
tiempo real, para su configuracién se debe ingresar el grupo en el que se va a presentar el
grafico. Ademas, se puede colocar una etiqueta para identificar el grafico en el diagrama y
contiene opciones para personalizar el grafico tal como se observa en la Figura 82, se elige
presentar el tiempo real en horario UTC en el eje X y en el eje Y el valor obtenido con la
consulta, asi como resaltar los puntos de medicién.
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# Properties L NE M=
B Group [Monitoreo de Variables] Variables Ser v| &

& Size

1 Label Temperatura ambiente [°C]

|+ Type |#* Line chart v enlarge points

X-axis last | 1 hours ~ OR points

X-axis Label » HH:mm:ss O as

uTc

Figura 82: Configuracion del nodo Chart
C.10 Visualizacién de mapa para el sensor de geolocalizacién

El sensor de geolocalizacion requiere una libreria que se instala con el comando npm install
node-red-contrib-web-worldmap lo que permite visualizar en un mapa las coordenadas
obtenidas. Mediante el nodo function se afiade la opcién de presentar datos del nodo al
seleccionar el nodo en el mapa.

La configuracién del flujo presentado en la Figura 83, muestra que sigue la estructura
general detalla en los puntos anteriores, en la que se anade el payload de los otros sensores
para la funcién de mostrar los datos al seleccionar el nodo en el mapa.

Los nodos Inject, template y worldmap sirven para configurar la interfaz grafica en la que se
debe colocar el codigo:

<div ng-bind-html="msg.payload | trusted"></div>

Con el objetivo de que se pueda mostrar el payload. Finalmente, en el nodo Function se coloca
el cddigo que se presenta mas adelante que permite obtener los valores de los nodos Move.

move msg.payload value Y
imject template
move msg.payload. value

move msg.payload value _

qet split mowe msg.payload. value Latitud y Longitud world map

Figura 83: Flujo para visualizacién de mapa para el sensor de geolocalizacion

Los datos de geolocalizacién se obtienen con el formato {Latitud, Longitud} por lo que es
necesario utilizar la funcion Split que permite segmentar valores separados por comas. Para
presentar los valores de: temperatura, humedad y el uso de memoria RAM se coloca en el
payload, para que al momento de seleccionar el nodo estos valores se presenten en pantalla.
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var payl = "" + msg.payload;

var res = payl.split(" ");

var lat = res[0];

var lon = res([1];

var temperatura = msg.payload_temperatura;
var hum = msg.payload_hum;

var ram = msg.payload_ram

msg.payload={
lat-lat,
lon-lon,
Temperatura‘temperatura,
Humedad-hum,
RAM:ram,
name-"Nodo",
icon"male”,

C.11 Funcién snmpget para la obtencion de variables

La funcién snmpget ejecutada con la libreria smmp-net, se configura utilizando las
credenciales configuradas en el archivo snmpd.conf, se presenta el cédigo completo para su
ejecucion:

var snmp = global. get('snmpModule);
// Configuracion para SNMPv3
var options = {

port’ 161,

retries- 1,

timeout: 5000,

transport: "udp4’,

trapPort: 162,

version: snmp. Versiond,

1dBitsSize: 32,

context: ""

}’.

// Configuracion de usuario

var user = {
name: "pi”,
level: snmp.SecuritylLevel authPriv,
authProtocol: snmp.AuthProtocols.mdb,
authKey: "12345678",
privProtocol' snmp. PrivProtocols.aes,
privKey: "12345678"
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var session = snmp.createV3Session ("10.10.10.3", user, options);
var oids = ["1.5.6.1.2.1.8072.2.9"];

session.get (oids, function (error, varbinds) {
if (error) {
console.error (error.toString ());
telse{
for (var i = 0; i < varbinds.length; i++) {
// for version 1 we can assume all OIDs were successful
console.log (varbinds(il.oid + "] " + varbindsl[i] value);

if (snmp.1sVarbindError (varbinds[i]))
console.error (snmp.varbindError (varbinds(il));

else
console.log (varbinds(i].oid + " " + varbinds/i]. value);

msg.oids=oids;
msg.payload=varbinds;
node.send(msg);

2
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Apéndice D: Plataforma IBM Cloud

D.1 Creacién de servicio, registro de dispositivos y generacién de claves

Para trabajar de forma conjunta con el software de Node-RED e IBM Cloud se debe crear un
servicio en la segunda plataforma. Para lo que se debe contar con una cuenta de IBM y
acceder a la pagina cloud.ibm.com en la que se debe dar de alta en el sistema para el inicio
de sesion, tal como lo muestra la Figura 84.

(LS
~ -

O

Iniciar sesion en IBM Cloud

Crear una cuenta

IBMid

Continuar

Figura 84: Inicio de sesién en IBM Cloud

Luego de iniciar sesién, se muestra el panel de control de IBM Cloud, en el que se presenta
un resumen de los recursos utilizados como: aplicaciones, servicios, herramientas de
desarrollo, soporte al cliente, entre otros. En la Figura 85, se observa el panel de control de
la plataforma IBM.

Panel de control ~

Resumen de recursos

Figura 85: Panel de control IBM Cloud

En la parte superior se encuentra un botén de acceso llamado Catalogo, mediante el cual se
pueden buscar los servicios disponibles como por ejemplo plataformas IoT, bases de datos,
APIs, cloud, entre otros. La Figura 86, muestra el catalogo de opciones.
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Internet of Things Platform
IBM » Servicios
Internet de las cosas

Este servicio es el concentrador de IBM
IoT de todas las cosas, donde puede
configurar y gestionar sus dispositivos...

Lite « Gratuito + Habilitado para IAM

App ID
IBM + Servicios « Seguridad

Autenticacion de usuario y perfiles de
Usuario para sus apps.

Lite « Gratuito « Habilitado para IAM

®
Db2

IBM « Servicios » Bases de datos

Despliegue y escale un almacén de datos
operativo de alto rendimiento y totalmente
gestionado que ejecute el motor de...

Lite « Gratuito « Habilitado para IAM

®

=
Cloud Foundry

IBM « Servicios « Calculo

Cree y despliegue aplicaciones en un
entorno de Cloud Foundry gestionado de
varios arrendatarios

Lite

o%a

Servicios

Opciones de célculo, almacenamiento y red, soluciones completas de
desarrollador para la creacién, prueba y despliegue de apps, servicios de gestién
de seguridad, bases de datos tradicionales y de codigo abierto y servicios nativos
de la nube.

Figura 86: Catalogo de IBM Cloud

El servicio que se utiliza es Internet of Things Platform, y se encuentra en el catalogo
mencionado anteriormente; este servicio corresponde a la plataforma Watson IoT. Una vez
que se ha iniciado, se debe configurarlo, en primer lugar, se elige la regién en la que se
encuentra el sistema, luego se define un nombre y grupo de recursos, como lo muestra la
Figura 87.

Configurar su recurso

Mombre de servicio

Internet of Things Platform-ao

Seleccione un grupo de recursos @

Default

Etiquetas (D)

Figura 87: Servicio de Internet of Things Platform

Después de crear el servicio, se abre el panel de control y en la lista de recursos como la que
se muestra en la Figura 88, se selecciona Internet of Things Platform.

Una vez seleccionada esta opcién se muestra una ventana como la de la Figura 89, en la que
se presenta un resumen de las caracteristicas de este servicio, asi como también las opciones
de gestién del servicio, modificacién de planes y conexién de otros servicios, en esta ventana
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también se cuenta con la opciéon de Lanzar por medio de la cual se abre el panel de la
plataforma Watson IoT.

Lista de recursos

a
Q

v

v

Nombre T Grupo Ubicacion
Filtrar por nombre o direccién IP. Filtrar por grupo u organizacion... Filtrar...
Dispositivos (0

VPCinfrastructure (0

Clasteres (0

Apps de Cloud Foundry (1)

Servicios de Cloud Foundry (2)

Servicios (3)

#' Continuous Delivery Default Dallas
© SNMPAdhoc2020 Default Dallas
& node-red-redadhocmon-cloudant-15954... Default Dallas

Oferta Estado

v Q, Filtra Q_ Filtrar
Continuous Delivery @ Activo
Internet of Things Platform @ Activo
Cloudant © Activo

Figura 88: Lista de recursos de IBM Cloud, con servicio IoT

Lista de recursos [

SNMPAdhoc2020 @acdivo v 2

Gestionar
Plan n

Conexiones — I I

Detalles Actions...

Empecemos con IBM
Watson IoT Platform
Conecte, controle y gestione
dispositivos de forma segura. Cree

rapidamente aplicaciones IoT que
analicen dates del mundo fisico.

Lanzar

Docs

Figura 89: Opciones de gestion IBM Cloud

En la plataforma IBM Watson IoT, se encuentran varias opciones que permiten administrar
los dispositivos, de igual manera permiten gestionar el almacenamiento, el acceso a los datos
entre otros. Una parte importante de esta plataforma muestra el ID de la organizacién, el
cual se utiliza para realizar la conexién con la aplicacién diseniada en Node-RED.

En la Figura 90, se observa la ventana de la plataforma, en la que se encuentran las
caracteristicas mencionadas anteriormente.
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1BM Watson IoT Platform (@)

ID: tul2qt

+ Crear panel nuevo

Sus paneles

Ordenar por Cambiado recientemente v

SNMP VISION GENERAL DEL USO

2 tarjetas 3 tarjetas

De su propiedad De su propiedad

VISION GENERAL DE
RIESGOS Y SEGURIDAD

4 tarjetas

De su propiedad

Figura 90: Panel de control

Para realizar el registro de dispositivos en esta plataforma, primero se debe acceder al ment
de configuracién y activar la funcién la memoria cache de dltimos sucesos, de manera que se
almacene la informacién sobre el Gltimo suceso que un dispositivo conectado haya enviado a
la plataforma. Esta configuracién se presenta en la Figura 91.

Valores generales

Aqui puede ver y modificar la informacidn de la organizacién global y habilitar localmente las caracteristicas
experimentales de Watson IoT Platform.

PLATAFORMA . : i
Memoria cache de ultimos sucesos
Acerca de La memoria caché de ultimos sucesos (LEC) almacena informacion sobre el
Identidad Gltimo suceso que un FI spositivo conectado envid a Fa plataforma. Para.
obtener mas informacidn, consulte la documentacion. sobre la memoria
Caracteristicas caché de Ultimos sucesos.

experimentales

Memoria caché de Activar memoria caché de Gltimos sucesos @

ultimos sucesos

Sucesos almacenados en la memoria caché 7 dias
API de estado de

conexion de cliente

Figura 91: Activacién de memoria caché

Luego que se realiza esta configuraciéon previa, en la opcién de Dispositivos se pueden
registrar dispositivos en la organizacién; para lo cual al seleccionar Tipo de dispositivo y luego
Anadir tipo de dispositivo, se muestra una ventana como la Figura 92, en la que se ingresa
el Nombre y la Descripciéon del tipo, y si es necesaria informacion extra que en este caso se
omite.
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Anadir tipo

(@)

&
Identidad

O

Informacién del dispositivo

ubicacion. Dé al tipo de dispositivo un n
ion que identifique las caracteristicas que comparten los
de este tipo.

Tipo Dispositivo 0 Pasarela
Nombre sensorvalue
El nombre del tipo de dispositivo se utiliza para

identificar el tipo de dispositivo de manera

y utiliza un conjunto de caracteres para
que sea adecuado para el uso de la APL

Figura 92: Registro de dispositivos

Cuando se ha creado el tipo de dispositivo, se puede agregar un dispositivo al mismo, para
ello se selecciona la opcién examinar y se pulsa sobre el botén afadir dispositivo. A
continuacién, en una nueva ventana tal como lo muestra la Figura 93, se ingresa la
informacién de Tipo de Dispositivo que corresponde al creado anteriormente y un ID de
dispositivo que en este caso es RAM.

Examinar Accion Tipos de dispositivo Interfaces
Anadir dispositivo
~ ~
@ O O O
Identidad Informacién del Seguridad Resumen

dispositivo

Seleccione un tipo de dispositivo para el dispositive que esta anadiendo y dé al
dispositive un [D exclusive.

Tipo de dispositivo SNMP

1D de dispositive RAM

Figura 93: Configuracion para afiadir dispositivo

Al igual que en el tipo de dispositivo se omiten los datos de informacién, y se continua con la
opcién de Seguridad, en la que se introduce una sefial de autenticacién que es una

combinacién de numeros y letras,
presenta la Figura 94.

con una extensién de 8 a 36 caracteres, proceso que
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Examinar  Accién  Tipos de dispositivo Interfaces
© &, ®
Identidad Informacién del Seguridad

dispositivo

O

Resumen

Hay dos opciones para seleccionar una sefial de autenticacién de dispositivo.

Senal de autenticacion
generada
automaticamente (valor
predeterminado)

Permite al servicio generar una
senal de autenticacién por usted.
Las sefales tienen 18 caracteresy
contienen una combinacion de
caracteres alfanumeéricos y
simbolos. La senal se le devuelve al
final del proceso de registro del
dispositivo.

Senal de autenticacion
proporcionada

Puede proporcionar su propia senal
de autenticacion para el
dispositivo. La sefial debe tener
entre 8y 36 caracteres y contener
una mezcla de letras maylsculas y
mindsculas, nimeros y simbolos,
que pueden incluir guiones,
guiones bajos y puntos. No utilice
caracteres repetidos, entradas de
diccionario, nombres de usuario u
otras secuencias predefinidas.

Sefial de autenticacién

snmptoken2020

Figura 94: Configuracion de seguridad

Al final, se muestra un resumen de los detalles del dispositivo se puede ver en la Figura 95.
Esta informacién se debe recordada, ya que se utiliza en el proceso de integracién de Node-
RED y Watson IoT, y no se puede acceder a ella otra vez.

Examinar Accion Tipos de dispositivo Interfaces
Anadir dispositivo
& N N ®
Identidad Informacién del Seguridad Resumen
dispositivo

Verifique que la informacion siguiente es correcta y, a continuaciaon, seleccione

Listo
Tipo de dispositivo
SNMP

ID de dispositivo

Ramsnmp

Ver metadatos

Sefial de seguridad

snmptoken2020

Figura 95: Resumen del dispositivo

D.2 Instalacién y configuracién del médulo Watson IoT en Node-RED

El médulo Watson IoT se debe instalar en las librerias del programa Node-RED para lo cual
se utiliza el administrador de paquetes de node (npm) mediante el siguiente comando:

npm 1nstall node-red-contrib-ibm-watson-iot
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En la interfaz de Node-RED se debe configurar el nodo correspondiente a Watson IoT llamado
Wiotp out. Este nodo se encarga de enviar la informacién hacia IBM Cloudy de esta manera
se pueda almacenar, visualizar, gestionar y controlar la misma. En la Figura 96, se observa
una grafica del nodo.

sl )
Figura 96: Nodo Watson IoT Platform

El proceso para realizar la configuracién de este nodo, se detalla a continuacién:

En las propiedades del nodo, se debe especificar que el tipo de conexién se realiza mediante
un dispositivo registrado, ademas se debe especificar el tipo de evento y el formato de salida
que es del tipo JSON. Asi también, se puede ingresar un nombre para el nodo en caso de ser
necesario. La propiedad correspondiente a las credenciales se indica en el siguiente punto.
La Figura 97, muestra la configuracién de las propiedades de este nodo.

#* Properties & B =
Connect as Device 7
Quickstart © Registered
Credentials Add new wiotp-credentials... -1 ¢
Event type event
Format ~ json
QoS N
% Name

Figura 97: Configuracion nodo wiotp

En la propiedad de credenciales, se debe afiadir una nueva. En esta se debe ingresar la
organizacion, el tipo de dispositivo, ID de dispositivo y el token de autenticacion, estos valores
se obtienen de la plataforma IBM Watson IoT en el momento de registro de dispositivo. La
propiedad correspondiente al nombre del servidor, se omite ya que tiene un valor por defecto
y no es necesario su ingreso. La edicién de las propiedades de la credencial se puede verificar
mediante la Figura 98, en este caso corresponde al valor de la RAM en uso.
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# Properties

Organization

CE
wl2qt
Server-Name
Device Type ValorRAM
Device ID RAM
Auth Token | eesssses
Keep Alive 60 Seconds

Use Clean Session
Enable secure (SSL/TLS) connection
W Name

Figura 98: Edicién de credenciales Watson IoT

Una vez que se ha configurado el nodo Wiotp ibm, se conecta hacia el nodo Change encargado
de enviar el valor monitorizado hacia las graficas. De esta manera el flujo para el envio de
datos hacia la plataforma de IBM Cloud se encuentra listo. Para verificar la conexién se

muestra un indicador en conjunto con el nodo, tal como se observa en la Figura 99.

RAM en uso
move msg.payload.value

event
. connected
Figura 99: Flujo para la integracion de IBM Cloud

D.3 Configuracion de dashboard plataforma IBM Watson IoT

Cuando el dispositivo se ha conectado, se puede revisar la informaciéon del mismo en la
plataforma IBM Watson IoT. Ademas, se puede observar el Estado del dispositivo para
verificar silos datos enviados desde el software Node-RED se estan recibiendo. Este resultado

se observa en la Figura 100, en la que se comprueba el dispositivo correspondiente a la RAM
en uso y donde se obtiene un valor de 2.497.892 kB.
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[ | RAM Conectado ValorRAM

Identidad Informacién del dispositivo Sucesos recientes Estado

-\/\- Mostrando datos en bruto | Mo hay interfaces disponibles

Propiedad valor Tipo Suceso Ultimo recibido
v d Objeto event hace un dia
value 2497892 Namero  event hace un dia

Figura 100: Visualizacién del estado de un dispositivo

Este proceso se realiza para cada una de las variables a monitorizar, y una vez que se
conectan y envian la informacién hacia la plataforma, se puede implementar un Panel de
datos. Para lo cual se debe crear un nuevo Panel, asignarle un Nombre y proporcionar una
descripcién.

Ademas, se necesita ingresar la informacion de miembros en caso de requerir la edicién o
visualizaciéon compartida. Una vez creado el panel se afiaden tarjetas al mismo, las que
pueden ser: grafico de lineas, grafico de barras, diagrama de anillo, valor, entre otros. Los
tipos de tarjetas disponibles se observan en la Figura 101.

Crear tarjeta

Tipo de tarjeta

Dispositivos
s VS I, o
=0

Visualizacion generica Grafico de lineas Grafico de barras Diagrama de anillo
A " 1 =

Valor Indicador Semaforo Propiedades de disposi...
= (1
= 1 14

Todas las propiedades Lista de dispositivos Informacién de disposi Correlacion de disposit

Figura 101: Tipos de tarjetas disponibles

Para presentar la informacién en el panel, se seleccionan las tarjetas de grafico de lineas y
Valor. A continuacién, en la Figura 102, se muestra la configuracién de la tarjeta de diagrama
de lineas, en la que en primer lugar se debe especificar el origen de datos seleccionando el
dispositivo desde el que se obtienen los valores, en este caso se analiza la RAM en uso.
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Dispositivos

Q
ID de dispositivo Tipo de dispositivo
Corriente ValorCorriente
EspDisc ValorEspDisc
HumA ValorHumA
viuz ValorLuz

@  raM ValorRAM
TvOC ValorTVOC
TempA ValorTempA

TempNodo ValorTempN
Figura 102: Configuracién de tarjeta tipo Grafico de lineas

Cuando se ha seleccionado el origen de datos, se debe conectar con un nuevo conjunto de datos
en el que se debe especificar el suceso, propiedad, nombre, tipo y unidad en este caso se tiene
event, value, RAM en uso, Numero y kilobytes respectivamente tal como se observa en la
Figura 103. El valor minimo y maximo se ajustan automaticamente, por lo que se deja en los
valores por defecto.

RAM en uso

event
value
RAM en uso

Namero - KiloBytes

Figura 103: Configuracién de conjunto de datos

Una vez que se ha conectado a un conjunto de datos, se puede elegir el tamafio que tendra la
tarjeta en el panel, las opciones que se pueden elegir son S, M, L y XL. En este caso, se
selecciona un tamarno de tipo M, ya que permite visualizar mayor informacién. Por ultimo, se
especifica un titulo al grafico y se finaliza el proceso, asi esta tarjeta se agrega al panel de
datos y se puede monitorizar la variable de RAM en uso por medio del diagrama de lineas
configurado, como se muestra en la Figura 104.
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..........

S

{8k RAM en uso see

Figura 104: Tarjeta tipo Grafico de lineas correspondiente a uso de la RAM

Para la tarjeta de tipo valor se realiza un proceso similar al realizado para el grafico de lineas,
ya que se debe registrar un origen de datos, seleccionar el tamafio de la tarjeta y asignarle
un titulo. En la Figura 105, se puede observar la tarjeta en el panel de datos.

fﬂ} RAM en uso oo

2497892.0 KiloBytes

Figura 105: Tarjeta tipo Valor correspondiente a uso de la RAM

Al final el panel de datos, mostrara informacién relacionada a la RAM en uso por medio de
un grafico de lineas y una tarjeta que muestra el valor obtenido con las unidades de medicion.
La Figura 106, muestra el panel implementado para la monitorizacién de la variable antes
mencionada.

@ RAM en uso e {If_t RAM en uso

2497892.0 KiloBytes

Figura 106: Panel para monitorizaciéon de la RAM en uso
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Apéndice E: Enrutamiento estatico y OLSR de una red multi-

salto

E.1 Enrutamiento Estatico

Se presenta el codigo de enrutamiento para cada nodo anadiendo con el comando routey la
configuraciéon del IP forwarding para permitir el paso de los paquetes a través de las

interfaces

#Nodo 1

#! /bin/bash

Ip route flush dev ethl

route add 10.10.10.1 dev ethl

route add 10.10.10.2 gw 10.10.10.1 metric 1 dev ethl
route add 10.10.10.3 gw 10.10.10.2 metric 2 dev ethl
route add 10.10.10.4 gw 10.10.10.2 metric 3 dev ethl
sysctl net.ipv4.ip_forward=1

#Nodo 2

#! /bin/bash

Ip route flush dev ethl

route add 10.10.10.2 dev ethl

route add 10.10.10.1 gw 10.10.10.2 metric 1 dev ethl
route add 10.10.10.3 gw 10.10.10.2 metric 1 dev ethl
route add 10.10.10.4 gw 10.10.10.3 metric 2 dev ethl
sysctl net.ipv4.ip_forward=1

#Nodo 3

#! /bin/bash

Ip route flush dev ethl

route add 10.10.10.3 dev eth1

route add 10.10.10.2 gw 10.10.10.3 metric 1 dev ethl
route add 10.10.10.4 gw 10.10.10.3 metric 1 dev ethl
route add 10.10.10.1 gw 10.10.10.2 metric 2 dev ethl
sysctl net.ipv4.ip_forward=1

#Nodo 4

#! /bin/bash
Ip route flush dev ethl
route add 10.10.10.4 dev eth1
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route add 10.10.10.3 gw 10.10.10.4 metric 1 dev ethl
route add 10.10.10.2 gw 10.10.10.3 metric 2 dev ethl
route add 10.10.10.1 gw 10.10.10.3 metric 3 dev ethl
sysctl net.ipv4.ip_forward=1

E.2 Enrutamiento OLSR

Para el enrutamiento OLSR se requiere la instalacién de algunos paquetes de software y
configurar el demonio.

git clone https-//github.com/OLSR/olsrd.git
apt install build-essential flex bison

cd olsrd

make

make install

cp olsrd.conf etc/olsrd

cd /olsrd/lib/txtinfo/

make

make install

Cambiar en el olsrd.conf lo siguiente LoadPlugin ‘olsrd_txtinfo.so.0.1” por LoadPlugin
“olsrd txtinfo.so.1.1”

olsrd -1 INTERFACE

Para ver las tablas de enrutamiento se utiliza:

apt install netcat
echo /all | nc localhost 2006
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Apéndice F: Tablas de resultados de simulaciones en NS3

F.1 Resultados del escenario 1: Red multi-salto con enrutamiento estatico

30| 5,1990| 4,1510| 6,4290| 0,2030| 4,0250| 8,9040| 2,8500| 9,4020| 9,2570| 8,8900 5,9310 3,1727 1,9664
90| 11,8650 | 11,6620 | 10,2690 | 10,6680 | 11,8700 | 9,3130| 9,3220| 10,0110 | 9,0990| 9,9720 10,4051 1,0729 0,6650
150 | 10,5780 | 10,9100 | 12,9010 | 11,3720 | 11,1980 | 10,4020 | 9,4440| 10,1480 | 10,7420 | 9,6500 10,7345 0,9813 0,6082
210 | 10,7490 | 10,5340 | 11,2680 | 10,9880 | 11,5800 | 9,6250 | 9,8590 | 9,9820| 9,5980 | 9,6430 10,3826 0,7388 0,4579
270 | 10,8130 | 12,1330 | 11,1850 | 11,1480 | 11,1160 | 9,2270| 9,4560 | 12,4980 | 10,5940 | 9,2090 10,7379 1,1472 0,7110
330 | 10,5620 | 10,6450 | 12,4550 | 11,5530 | 11,8100 | 9,4370| 11,0930 | 9,9180| 9,0720| 9,5230 10,6068 1,1241 0,6967
390 | 11,0270 | 10,4720 | 9,9690 | 11,9390 | 11,1860 | 10,0330 | 9,4840| 9,6260| 9,6140| 9,2500 10,2600 0,8748 0,5422
450 | 12,6960 | 11,5650 | 11,2170 | 10,8650 | 11,2880 | 10,1040 | 9,5220 | 8,9450 | 10,6480 | 8,9000 10,5750 1,2148 0,7529
510 | 9,9160 | 10,8900 | 11,1290 | 12,5540 | 11,2160 | 6,3480| 10,3960 | 9,6120| 6,2280| 10,6530 9,8942 2,0619 1,2779
570 | 12,5460 | 11,6700 | 12,2220 | 11,4460 | 11,5590 | 4,1760| 9,8540| 9,5420| 4,0370| 10,0860 9,7138 3,1203 1,9339
Promedio Total 10,3678 0,7549 0,4932

Tabla 22: Throughput del envio de paquetes en la red

Capturados Nodo 1 3690 3712 3843 3551 3827 2637 2738 3031 2709 2903 3264,10
Capturados Nodo 4 3535 3597 3651 3431 3571 2500 2601 2770 2508 2828 3099,20

Perdidos 155 115 192 120 256 137 128 261 201 75 164,00
Porcentaje de Recepcién
[%] 95,80 96,90 95,00 96,62 93,31 94,80 95,32 91,38 92,58 97,41 94,91

Tabla 23: Pérdida de paquetes entre los extremos de la red (Nodo 1 y Nodo 4)
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Minimo | 0,0021| 0,0021| 0,0026| 0,0019| 0,0025| 0,0027| 0,0031| 0,0030| 0,0030| 0,0030 0,0026
Maximo | 0,2453| 0,2495| 0,2461| 0,2417| 0,2353| 0,2592| 0,1168| 0,2295| 0,1989| 0,2785 0,2301
Promedio | 0,0893| 0,0953| 0,0815| 0,0830| 0,0855| 0,0375| 0,0347| 0,0350| 0,0358| 0,0361 0,0614

Tabla 24: Retardo de paquetes entre los extremos de la red (Nodo 1 y Nodo 4)

F.2 Resultados del escenario 2: Red multi-salto con enrutamiento OLSR

30 1,7000 4,6150 1,7690 3,1030 1,6640 3,4280 | 12,7620 8,5410 7,4260 1,8530 4,6861 3,7456 2,3215
90 12,2760 12,0740 12,6180 3,7300 12,3970 12,8860 10,2160 11,7630 9,3640 19,3380 11,6662 3,8401 2,3801
150 11,9470 12,3140 12,6040 8,3750 12,3900 10,9520 5,9560 11,3870 10,8110 10,3630 10,7099 2,0873 1,2937
210| 12,2720 | 11,8380 | 12,6470| 12,8330 | 12,5050 | 12,3440 6,4250 | 10,8260 | 11,6990 | 11,5220 11,4911 1,8790 1,1646
270 13,0180 12,0670 11,8910 11,8510 12,3460 10,4930 10,7680 10,4670 10,4050 11,5530 11,4859 0,9089 0,5633
330 | 11,8090 | 11,6900| 11,8170| 13,0960 | 11,8010| 10,6400| 11,2720 11,0070| 11,3870 5,2880 10,9807 2,1032 1,3035
390 12,2650 13,1180 12,2590 10,2850 12,1700 12,2150 10,4020 11,3080 11,4890 7,6330 11,3144 1,5659 0,9705
450 | 12,0090 | 12,6890 | 13,7410| 13,9900 | 12,5200| 10,9670 | 11,5160| 11,2560 | 10,6640 | 10,2900 11,9642 1,2600 0,7809
510 | 11,7460 | 12,3280| 12,3180 | 11,5770 | 11,9720| 10,3130 | 11,3900 | 11,1830| 10,7500 | 10,6430 11,4220 0,6993 0,4334
570 12,3230 12,0090 11,8400 12,6390 11,8210 11,4950 11,7120 10,9290 11,0470 12,1340 11,7949 0,5334 0,3306
Promedio Total 11,4255 1,0065 0,6576

Tabla 25: Throughput del envio de paquetes en la red
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Capturados Nodo 1| 3082 | 3567 | 3377| 3108 3103| 2917| 2711 3003| 2857| 2795 2983,88
Capturados Nodo 4| 3051 | 3526 | 3168 | 2967 3027| 2709| 2509 | 2780| 2695| 2575 2803,75
Perdidos 31 41 209 141 76 208 202 223 162 220 180,13
Porcentaje de Recepcion
[%] | 98,99| 9885| 93,81 9546| 9755| 92,86 92,54| 92,57| 94,32| 92,12 93,90
Tabla 26: Pérdida de paquetes entre los extremos de la red (Nodo 1 y Nodo 4)

Minimo | 0,0011| 0,0011| 0,0010| 0,0010 | 0,0013| 0,0031| 0,0026 | 0,0026 | 0,0027 | 0,0033 0,0020

Méximo | 0,2475| 0,2499| 0,2477| 0,2410| 0,2441| 0,2192| 0,11802| 0,2216| 0,2085| 0,2003 0,2198

Promedio | 0,0801 | 0,0871| 0,0850| 0,0879| 0,0899 | 0,0284| 0,0259 | 0,0270 | 0,0260 | 0,0261 0,0563

Tabla 27: Retardo de paquetes entre los extremos de la red (Nodo 1 y Nodo 4)
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F.3 Resultados del escenario 3: Red multi-salto con nodo mévil y enrutamiento OLSR

30| 12,8000 | 13,5480 | 13,0690 | 12,4070| 12,4900 | 18,3950 1,8530 | 17,0540 5,1920 | 15,9330 12,2741 5,1105 3,1674
90 8,8070 8,5900 8,2300 8,4550 8,7010 4,5600 4,2780 2,2360 | 13,7000 6,3750 7,3932 3,1991 1,9828
150 | 12,2930 | 13,0950 | 13,5160 | 12,6790 | 12,7700 | 19,9500 | 14,1190 | 18,9710| 11,9620 | 15,4120 14,4767 2,8132 1,7436
210 | 12,4410 | 12,4740 | 12,5220 | 13,4600 | 13,5380 3,2160 | 12,9120 4,8230 | 13,6540 9,9420 10,8982 3,7936 2,3512
270 | 13,3690 9,6750 | 16,6670 9,4160 | 15,5840 | 10,4220 | 10,3440 | 10,8780| 10,0140 | 10,3140 11,6683 2,5983 1,6104
330 | 12,7540 | 17,7590 | 14,7680 | 16,4730 | 13,6370 | 14,1440 2,6090 | 12,1880 2,6120 8,7450 11,5689 5,3101 3,2912
390 | 12,4620 | 12,6110| 12,4570 | 12,2770 | 12,4010 6,7230 | 15,4520 8,4570| 16,0770 | 11,7780 12,0695 2,7883 1,7282
450 | 12,4400 | 12,6190| 12,6170 | 12,5810 | 12,5280 | 13,3900 4,2280 | 12,2630 4,0070 | 10,5740 10,7247 3,5534 2,2023
510 2,7350 2,7540 2,7150 3,4210 2,7350 2,3610 | 10,6800 2,3550 | 10,9840 2,3610 4,3101 3,4521 2,1396
570 5,9020 6,2350 5,9940 6,1240 5,9480 2,5590 2,5800 2,5800 2,5970 2,6020 4,3121 1,8243 1,1307
Promedio Total 9,9696 1,0863 0,6733

Tabla 28: Throughput del envio de paquetes en la red

Capturados Nodo 1 2681 2861 2918 2841 2889 2740 2144 2669 2778 2622 2724,56
Capturados Nodo 5 1125 1418 1544 1395 1510 731 1087 1409 777 1602 1221,78
Perdidos 1556 1443 1374 1446 1379 2009 1057 1260 2001 1020 1502,78

Porcentaje de Recepcién
[%] 41,96 49,56 52,91 49,10 52,27 26,67 50,69 52,79 27,96 61,09 44,88

Tabla 29: Pérdida de paquetes entre los extremos de la red (Nodo 1 y Nodo 5)
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Minimo 0,0006 0,0006 0,0010 0,0010 0,0010 0,0018 0,0016 0,0010 0,0014 0,0012 0,0011
Maximo 0,1247 0,1246 0,1176 0,1164 0,1245 0,1261 0,0634 0,1340 0,0852 0,0536 0,1070
Promedio 0.0446 0,0550 0,0487 0,0382 0,0576 0,0260 0,0220 0,0249 0,0230 0,0200 0,0350

Tabla 30: Retardo de paquetes entre los extremos de la red (Nodo 1 y Nodo 5
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Apéndice G: Medicién del ancho de banda de la red multi-salto

La medicion del ancho de la red multi-salto se realiza utilizando la herramienta iperf. Para
su instalacién se utiliza el comando apt install iperf que se utiliza como un modelo cliente-
servidor. La herramienta permite crear flujos de trafico, para los fines requeridos se utiliza
trafico UDP que es el protocolo que utiliza SNMP.

El nodo 1 envia trafico seleccionado por el usuario como cliente con el parametro -c el
parametro -1 muestra el trafico cada cierto tiempo en este caso cada segundo y finalmente el
-b que es el trafico que se va a enviar (K kilobits, M megabits), como se muestra con el
comando:

Iperf-u-¢10.10.10.2 -1 1 -b 10M

Los nodos 2, 3 y 4 actian como servidores del trafico con el parametro -s, el parametro -u
permite enviar trafico UDP, con el comando:

Iperf-s -u

Se realiza el envio aumentando la carga para cada experimento, hasta llegar a un valor
umbral en el que la capacidad es la maxima para cada salto de la red. Como se presenta en
la Figura 107, el trafico se muestra el tiempo en la primera columna en este caso cada
segundo, en la segunda el trafico enviado y en la tercera el ancho de banda enviado. En la
ultima linea se muestra el reporte del servidor junto con el nimero de paquetes que se han
recibido.

root@nodol: /# iperf -u -c 10.16.10.2 -i

Client connecting to 10.10.10.2, UDP port 58081
Sending 1470 byte datagrams, IPG target: 1121.52
UDP buffer size: 208 KByte (default)

3] local 16.10.10.1 port 49951 connected with 10.10.16.2 port 5001
ID] Interval Transfer Bandwidth
0.0- 1.0 sec 5 MBytes .5 Mbits/sec
sec 1. MBytes 10.5 Mbits/sec
sec 5 MBytes 5 Mbits/sec
sec 1. MBytes 5 Mbits/sec
sec 1. MBytes .5 Mbits/sec
sec 1. MBytes 10.5 Mbits/sec
5
5
5
5

o bW

1.
2.
S
4.
5.
6.

sec 1. MBytes Mbits/sec
sec 5 MBytes Mbits/sec
Mbits/sec
Mbits/sec

o~
ooCcooQCQ@OQ

QoooooooQeQ

W~

.0- 9.0 sec 1. MBytes
0.0-10.0 sec MBytes
Sent 8917 datagrams

3] Server Report:

3] 0.0-10.5 sec 2.78 MBytes o Mbits/sec 1.266 ms 6936/ 8916

Figura 107: Resultado del experimento con iperf para el cliente

En la Figura 108, se muestra el servidor de la misma manera con el orden de las columnas,
el tiempo en la primera columna en este caso cada segundo, en la segunda el trafico recibido
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y en la tercera el ancho de banda recibido. Ademas, el jitter, los paquetes perdidos y el

porcentaje de datagramas recibidos

Server listening on UDP port 5801

Recelving 1470 byte datagr

UDP buffer size: 208 KByte (default)

ams

3] local 16.106.10.2 port 5001 connected with 10.16.16.1 port 49951
ID] Interval Transfer

175
270
290

8.8- 1.

[= BV, I R PU R N ]

1.
2.
3.
4.
L
6.

o000 Q@0
noococoQoQoQ@QOQ@

[< < JT=R ]

@ w -~
o

Figura 108: Resultado del experimento con iperf para el servidor
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6936/ 8916 (78%)
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914
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Este experimento se realiza para cada uno de los saltos con los resultados que se presentaron

en el Capitulo 6.
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Apéndice H: Extension del agente SNMP

En este apéndice se muestra el proceso para la extensién del agente SNMP, que puede ser de
dos maneras como son la ejecucién arbitraria de un scripty la extensiéon de la MIB.

H.1 Ejecucidn arbitraria de un script

Para extender el agente SNMP, usando la ejecucion arbitraria de un script se modifica el
archivo de configuracién /ete/snmp/snmpd.conf y se afiade la sentencia extend, en conjunto
con un nombre para identificar al scripty su ubicacién, por ejemplo, para encender un sensor
se da el nombre sensor ony la instruccién resultante es la siguiente:

extend sensor_on /home/pi/sensor_on.sh

De esta manera se realiza esta configuracién para cada uno de los scripts de gestion del nodo
y de los sensores.

Adicionalmente, se deben dar permisos para ejecutar en el archivo /etc/sudoers. A este
archivo se puede acceder con el comando sudo visudo, para luego afiadir la linea Debian-snmp
ALL=(ALL) NOPASSWD-ALL. Luego de realizar las modificaciones el archivo queda como

se presenta en la Figura 109.

GNU nano 3.2 /etc/sudoers. tmp

Figura 109: Configuracién del archivo sudoers

El script se puede ejecutar utilizando la sentencia:
'NET-SNMP-EXTEND-MIB:nsExtendQOutLine."sensor_on".1’
Mediante el comando:

snmpget -u pi -1 authPriv -a MD5 -x AES -A 12345678 -X 123456678 localhost 'NET-SNMP-
EXTEND-MIB:nsExtendOutLine. "sensor on" 1’

Se puede obtener el OID para ejecutar el script utilizando snmptranslate con el siguiente
comando:

Renato Sebastidan Alvarado Illescas

Edisson Javier Mufioz Quizhpi 145



UNIVERSIDAD DE CUENCA

snmptransiate -On 'NET-SNMP-EXTEND-MIB:nsExtendOutputlLine. "sensor on".1’

Con el OID obtenido, no se debe tomar en cuenta el iltimo digito ya que no pertenece al OID,
por ejemplo, si obtenemos:

1.3.6.1.4.1.8072.1.5.2.3.1.1.7.112.114.111.99.101.115.111.1

Otra opcién es ejecutar snmpwalk y ver que OID pertenece al script creado.

H.2 Extensién de 1a MIB

La segunda posibilidad es mediante la extension de la MIB al otorgar un OID por el usuario
a un script. Esto se realiza mediante la funcién pass-through del archivo snmpd, a diferencia
del anterior método que permite ejecutar cualquier tipo de script, los archivos de tipo pass-
through cumplen con reglas como:

= Una solicitud snmpget, pasa un parametro “-g” get hacia el agente.

“_

=  Una solicitud snmpset pasa un parametro “-s” set hacia el agente.
= La solicitud también debe contener el OID y el tipo de dato (string, integer, boolean).

= Como respuesta se obtiene el valor de la variable.

Una vez realizado el script, se modifica el archivo de configuracién del agente en el archivo
de configuraciéon snmpd.confse debe anadir la extension del OID, mediante el codigo:

pass.1.8.6.1.4.1.8072.2.1 /bin/bash /home/pi/temp_nodo.sh

En este caso para la medicién de temperatura del nodo, como se observa el OID se otorga por
el usuario, por ultimo, es necesario reiniciar el demonio mediante sudo service snmpd restart.
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Apéndice I: Configuracién de la red Ad Hoc y el gateway por
defecto

En este apéndice se muestran los codigos para realizar la configuracion de la red Ad Hoc, asi
como también el proceso de configuracién de un gateway por defecto que permite la conexion
hacia el Internet.

1.1 Configuracién de la red Ad Hoc fisica mediante el archivo interfaces

#Configuracion en el ordenador

auto wlol

Iface wlol inet static
wireless-mode ad-hoc
wireless-channel 1
wireless-essid adhocsnmp
wireless-key 1234567890
address 10.10.10.2
netmask 2556.2556.255.0

#Configuracion en la Raspberry Pi

auto wlan0

Iface wlan0 inet static
wireless-mode ad-hoc
wireless-channel 1
wireless-essid adhocsnmp
#Encriptacion WEP
wireless-key 1234567890
address 10.10.10.3
netmask 2656.2556.255.0

1.2 Configuracién del gateway por defecto en el ordenador con la herramienta iptables

#Configuracion en el ordenador

sysctl net.ipv4.ip_forward=1

sudo /sbin/iptables -t nat -A POSTROUTING -o ethO ] MASQUERADE
sudo /sbin/iptables -A FORWARD -i ethO -0 wlol -m state --state
RELATED,ESTABLISHED -] ACCEPT

sudo /sbin/iptables -A FORWARD -i wlol -0 ethO j ACCEPT

sudo bash -c 'iptables-save > /etc/network/iptables’
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Apéndice J: Diserio del encapsulado para el nodo agente

Se disefio un encapsulado para proteger el nodo Agente. Este se conforma de la Raspberry Pi,
una placa donde se colocan los sensores, la bateria y los cables de conexion.

El disefio estda impreso en 3D como se observa en la Figura 110, con las siguientes
dimensiones.

= Largo: 118 mm
* Ancho: 120 mm

= Alto: 60 mm

Figura 110: Disefio en 3D del encapsulado

En la Figura 111, se muestra el resultado final del encapsulado ensamblado con la Raspberry
Pi, la placa con los sensores y los cables de conexion.

Figura 111: Encapsulado del nodo agente
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Apéndice K: Instalaciéon y configuracion de los contenedores
Linux

La instalacién de las herramientas para el uso de LXC, se realiza con el paquete Ixc. El resto
de paquetes necesarios vienen por defecto en las distribuciones Linux actuales, sin embargo,
en caso de requerirse se listan a continuacién y deben ser instalados con el comando:

apt install. Ixc-templates Ixc-extra debootstrap libvirt perl gpg tunctl bridge-utils

Una vez instaladas las herramientas se deben iniciar los servicios para los contenedores, para
lo cual se emplean las siguientes instrucciones desde una terminal:

sudo systemctl start libvirtd.service
sudo systemctl start Ixc.service
sudo systemctl enable Ixc.service

La configuraciéon de un contenedor se realiza con un archivo .conf, por ejemplo, un fichero
nombrado como nodol.conf, este proceso se realiza para cada nodo con las siguientes
caracteristicas.

Ixc.net. 1.type = veth

Ixc.net. 1.flags = up

Ixc.net. 1.link = br-nodol

Ixc.net. 1.ipv4.address = 10.10.10.1/24

En el directorio donde se encuentran los archivos .conf de cada nodo se debe instalar el
contenedor con el sistema operativo para este caso se utiliza el sistema operativo Debian
Buster.

cd src/tap-bridge/adhocmulti-salto
sudo Ixc-create -f Ixc-nodol.conf -t download -n nodol -- -d debian -r buster -a amd64

Es posible definir una contrasefia para el contenedor con el comando.
sudo chroot /var/lib/Ixc/nodol/rootfs/passwd

A continuacién, se configuran los Bridgey dispositivos TAP de la siguiente manera:

sudo bretl addbr br-nodol

sudo tunctl -t tap-nodol

sudo ifconfig tap-nodol 0.0.0.0 promisc up
sudo bretl addif br-nodol tap-nodol

sudo ifconfig br-nodol up

sudo Ixc-start -n nodol

Para ingresar a un contenedor desde la terminar se utiliza el comando sudo Ixc-attach —n
nodol para el caso del Nodo 1. Adicionalmente, se puede configurar un acceso a Internet para
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el contenedor con el que se pueden descargar aplicaciones, existen dos maneras para realizar
esta configuracion.

En el archivo .conf' al momento de crear el contenedor se debe configurar la interfaz, en el
campo Awaddr y se coloca la direccion MAC de la tarjeta de red del ordenador.

Ixc.net.0.type = veth

Ixc.net.0.flags = up

Ixc.net.0.link = Ixcbr0
Ixc.net.0.hwaddr = 50-:3e-aa-2e’7b-df

De forma alternativa una vez que ha sido creado el contenedor en el directorio del contenedor
var/lib/Ixc se modifica el archivo config para crear la interfaz con el cédigo anteriormente
mostrado.

Una vez ha sido modificado, se procede al archivo interfaces que se encuentra en el directorio
/etc/network/interfaces en el que se debe afiadir las siguientes lineas.

auto eth0
Iface eth0 inet dhcp
auto ethl
Iface ethl inet dhcp

Esta configuracién se realiza para todos los nodos de la red multi-salto.
Para finalizar un contenedor y el puente de red se utilizan los siguientes comandos:

sudo Ixc-stop -n nodol —k

sudo ifeonfig br-nodol down

sudo bretl delif br-nodol tap-nodol
sudo bretl delbr br-nodol

sudo ifconfig tap-nodol down

sudo tunctl -d tap-nodol
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Apéndice L: Configuracién para las simulaciones en NS3

L.1 Configuracién de la capa fisica en NS3

En el archivo de simulacién se debe configurar de la siguiente manera para el estandar
mencionado en el Capitulo 6:

WifiHelper wifi;

witi.SetStandard (WIFI_PHY STANDARD 80211n_2 4GHZ);
wifi.SetRemoteStationManager("ns3:-:ConstantRate WifiManager", "DataMode”, StringValue
("HtMes7"):

L.2 Uso de un contendor Linux o el ordenador en la simulacién en NS3

Para utilizar un nodo creado, en este caso mediante contenedores, se inicializa de la siguiente
manera:

tapBridge.SetAttribute ("DeviceName", StringValue ("tap-nodol"));
tapBridge.Install (nodes.Get (0), devices.Get (0));

De manera similar para utilizar el ordenador como uno de los nodos se utiliza el siguiente
codigo:

TapBridgeHelper tapBridge;
tapBridge.SetAttribute ("Mode", StringValue ("UseLocal"));
tapBridge.Install (nodes.Get (0), devices.Get (0);

L.3 Posicionamiento de los nodos

La configuracién del posicionamiento de los nodos se realiza en el eje X ya que la topologia
que se sigue es lineal, con una separacién de 23 metros entre nodos tal como se presentd en
el Capitulo 6, de la siguiente manera:

MobilityHelper mobility;
Ptr<ListPositionAllocator> positionAlloc = CreateObject<ListPositionAllocator> ();
positionAlloc->Add (Vector (0.0, 0.0, 0.0));
positionAlloc->Add (Vector (25.0, 0.0, 0.0));
positionAlloc->Add (Vector (46.0, 0.0, 0.0));
positionAlloc->Add (Vector (69.0, 0.0, 0.0));
mobility.SetPositionAllocator (positionAlloc);
mobility.SetMobilityModel ("ns3::ConstantPositionMobilityModel");
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L.4 Movilidad del nodo

Para esto se utiliza la herramienta de movilidad de NS3 mobility.SetMobilityModel
("ns3::ConstantVelocityMobilityModel");

En el cédigo de NS3 se definen las variables de movilidad:

{

Ptr<ConstantVelocityMobilityModel>mobility=node-
>QGetObject<ConstantVelocityMobilityModel> ();

mobility->SetVelocity (vel);
/
Finalmente se configura, la movilidad del nodo 5:

Simulator:Schedule (Seconds (0.0), &SetVelocity, nodes.Get (4), Vector (-0.155,0.0,0.0));
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