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Resumen:

La agricultura de precisiéon es una actividad que mediante la observacién de variables
ambientales permite actuar de forma precisa y oportuna sobre las parcelas agricolas para asi
lograr una mayor y mas eficiente produccion. En Ecuador, esta es una actividad poco explotada
por pequefios y medianos productores, tanto por falta de conocimiento de las tecnologias que
pueden utilizarse para este propésito, como por falta de los recursos econémicos necesarios
para llevarla a cabo.

Si bien existen varias tecnologias que estan ayudando al despliegue de la agricultura de
precision, en el presente trabajo de tesis se hara énfasis en tres de ellas. En primer lugar, se
utilizan técnicas de procesamiento de imagenes para la deteccién de frutos de una parcela.
Posteriormente se emplean dos tecnologias que llevaran este proyecto a un ambito actual de
investigacién, como es el desarrollo de aplicaciones basada en el Internet of Things (I0T).
Especificamente, computacién en la nube para la gestién de la informacién generada por
sensores y el protocolo Message Queue Telemetry Transport (MQTT) para la mensajeria de los
datos.

Es por esto que se propone el disefio y construccion de una estacién prototipo, con capacidad
para monitorizar variables ambientales, desarrollar tareas de video-vigilancia asi como capturar
y procesar imagenes para la deteccion de frutos. Esta estacién enviara los datos recolectados
a través de Internet a una aplicacion web alojada en la nube de IBM; finalmente los resultados
podran ser monitorizados por un usuario a través del navegador.

Palabras claves: Agricultura de precisién. Internet of Things. Thresholding. Modelos de
Mezclas Gaussianas. Node-Red. IBM cloud, MQTT.
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Abstract:

Precision agriculture is an activity that, through the observation of environmental variables,
allows precise and timely action on agricultural plots in order to achieve greater and more
efficient production. In Ecuador, this is an activity little exploited by small and medium
producers, both for lack of knowledge of the technologies that can be used for this purpose
and for lack of the necessary economic resources to carry it out.

Although there are several technologies that are helping to deploy precision agriculture, in the
present thesis work, emphasis will be placed on three of them. First, image processing
techniques are used for the detection of fruits of a plot. Subsequently, two technologies are
used that will take this project to a current field of research, such as the development of
applications based on the Internet of Things (loT). Specifically, cloud computing for the
management of information generated by sensors and the Message Queue Telemetry
Transport (MQTT) protocol for data messaging.

Thus, the design and construction of a prototype station is proposed, with the ability to
monitor environmental variables, develop video surveillance tasks as well as capture and
process images for the detection of fruits. This station will send the data collected through the
Internet to a web application hosted in the IBM Cloud; finally, the results can be monitored by
a user through the browser.

Keywords: Precision agriculture. Internet of Things. Thresholding. Gaussian Mixture Models.
Node-Red. IBM Cloud, MQTT.
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1. INTRODUCCION Y OBJETIVOS DE LA TESIS

En este capitulo se presenta una introduccidn al trabajo de tesis, en particular se describe la
problematica de la limitada aplicacidén tecnologia en el sector agricola de nuestro pais, a partir
de lo cual se propone un dispositivo tecnoldgico de bajo coste el cual contribuird en los
procesos de andlisis de los cultivos. Ademas, se describe el alcance y los objetivos del presente
trabajo de tesis

1.1. Definicion del Problema

En Ecuador, la agricultura representd el 7% del producto interno bruto del afio 2017, siendo
ademas la actividad que produce mas empleos en el pais, como se resaltan en [1],[2]. Sin
embargo, pese a los grandes avances de la tecnologia, la produccion de los campos en Ecuador
es considerablemente baja. Para citar un ejemplo, segun la base de datos de la Organizacidn
de Alimentos y Agricultura de las Naciones Unidas (FAOSTAT, 2016), [3], la produccién de
tomates en Ecuador en 2016 fue de 31,4 ton/hec (tonelada/hectarea) que estd muy por
debajo de paises desarrollados como es el caso de Estados Unidos, donde se producen 90,2
ton/hec e incluso es inferior a la media mundial (37 ton/hec).

Las causas de esta baja produccidn son varias, como por ejemplo, el limitado acceso a
fertilizantes o el bajo despliegue de sistemas de riego. Sin embargo, uno de los mayores
inconvenientes es la limitada aplicacién de tecnologia en los cultivos[4]. Ciertamente en
Ecuador es reducida la aplicacion de tecnologias que permiten optimizar y mejorar los
procesos agricolas, especialmente en el ambito de la pequefia produccidn. Cabe resaltar, que
en nuestro pais 3 de cada 4 productores tienen superficies de produccién inferiores a 5 hec [5].
Bajo tal condicidn, los pequefios productores se encuentran en desventaja y resulta complejo
asumir los costes de la tecnificacidn en los cultivos.

Sin ir muy lejos, la situacidon es muy distinta en otros paises de la regidn, por ejemplo, en
Argentina existen varias empresas dedicadas a la implementacidn de tecnologia aplicada a la
agricultura. Especificamente, se han construido estaciones de monitoreo que permiten hacer
estudios de la productividad de una parcela, mediante el uso de sensores y actuadores,
plataformas SIG (Sistema de Informacidon Geografica), dispositivos GPS (Global Positioning
System) asi como software para la monitorizacién remota de cultivos [6].

La tecnificacion de los cultivos con la ayuda de tecnologias emergentes recibe el nombre de
agricultura de precision. Actualmente, en la industria agricola, se emplean robots tanto para la
recopilacion de datos para elementos actuadores, cdmaras fotograficas como sensores de
imagen, ademas de diversas estructuras de redes inaldmbricas con la finalidad de conectar
sensores y actuadores y de brindar conectividad hacia Internet. Este Ultimo punto es muy
importante ya que permite integrar la agricultura de precisidon junto con soluciones tipo loT
(Internet of Things). En particular, las arquitecturas IoT son cada vez mdas empleadas en
diversas areas como la industria, la domdtica e incluso con fines de entretenimiento. En cuanto
a la agricultura de precision, las soluciones loT permiten monitorizar ciertos parametros de
interés en los cultivos como humedad, temperatura, imagenes de los cultivos, gases, entre
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otros. De ésta forma es posible realizar tareas de control y vigilancia remota, planificacion y
previsién de cosechas, comunicacion M2M (Machine to Machine) para automatizacidn e
incluso analisis de big data [7].

Bajo tales condiciones, resulta evidente la necesidad de mejorar la tecnificacidon agricola en
nuestro pais, priorizando a los pequefios productores, con soluciones de bajo costo que
permitan incrementar la produccion de cultivos por hectdrea.

1.2.Justificacion y Alcance

De acuerdo a la FAO (Food and Agriculture Organization), la produccién agricola deberd crecer
en un 70% para el 2050 para poder alimentar a una poblacién mundial de ocho mil millones de
personas que se estima habrd para ese entonces. Para alcanzar tal objetivo considerando
problemas tales como el cambio climatico y el limitado acceso al agua, es imprescindible que
todos los sectores agricolas y ganaderos estén equipados con tecnologias digitales [7]. Este
organismo también resalta, que la inversidén en el sector agricola es la forma mas efectiva de
reducir el hambre y la pobreza y proveer sostenibilidad en un pais [8]. En tal sentido, se prevé
que gran parte de la industria agricola empleara soluciones basadas en tecnologias 10T[8] y
redes de sensores[9]. Ante tal escenario, nuestro pais no puede ser la excepcién. Las ventajas y
posibilidades que ofrece la tecnologia aplicada a los cultivos, ha sido una de las principales
motivaciones para el planteamiento y desarrollo del presente trabajo de tesis.

En particular, una tecnologia que esta siendo cada vez mas utilizada para el analisis remoto de
cultivos es la vision artificial. Las aplicaciones del procesamiento de imdagenes en agricultura
son numerosas, tal como, la identificacion de los efectos de los insectos en los cultivos [10], la
medicion del estrés de las plantas segin la temperatura del suelo [11], tareas de video
vigilancia [12] asi como la identificacién del estado de los cultivos [13], entre otros. Esta
tecnologia ofrece mucha flexibilidad en sus aplicaciones, y dependiendo del hardware usado,
un mismo equipo puede cubrir dreas extensas.

Con base en esto, la propuesta de este trabajo de tesis se enfoca en el desarrollo de una
solucidn aplicada a la agricultura de precisiéon, la misma que integra tecnologias tipo loT junto
con mecanismos de visién artificial. Puntualmente, se ha planteado crear una estacion
prototipo que realice operaciones de visidn artificial tales como extraccion de caracteristicas
de color y tamafio de los frutos, parametros que a futuro pueden emplearse para determinar
la madurez o salud de un cultivo [14],[15]. Ademads, se contempla la capacidad de video
vigilancia, posibilitando asi una mejor planificacién de los cultivos.

Por otra parte, la estacidn contara con un mdédulo GPS que podra ser usado para ubicar la
estacion, por ejemplo, en un escenario conformado por un conjunto muy grande de estaciones
de monitoreo, dotando de escalabilidad al proyecto. La camara estard conectada a una
plataforma de desarrollo tipo SBC (Single Board Computer) para tener la capacidad de realizar
el procesamiento de la imagen. El GPS estara conectado al SBC mediante sus puertos de
entrada digitales. En cuanto, a la gestién de la informacién capturada, se desarrollard una
aplicacion web, que permita visualizar en tiempo real los datos obtenidos de los sensores
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disponibles en la estacion. El prototipo contard con una interfaz de comunicaciéon para su
conexion a internet, actuando como gateway para el envio de los datos de los sensores.

Para mejorar la autonomia energética del prototipo, se realizardn pruebas para caracterizar el
consumo eléctrico de las diferentes tareas que realizara la estacion y asi estimar el tiempo de
autonomia con la que esta contara.

Siendo el factor econdmico un limitante para el acceso a la tecnologia en los campos agricolas
del Ecuador, la elaboracidon de este prototipo tomara como base hardware abierto junto
soluciones en software libre con el objetivo de reducir su costo al minimo posible.
Concretamente se usaran tarjetas SBC Raspberry Pi como hardware, y la libreria Open CV de
Python para el procesamiento de las imagenes como base de software. Finalmente, el
prototipo contara con una bateria, lo que permitira su portabilidad y facil instalacién.

1.3. Objetivo General

Disefar y desarrollar una estacidn prototipo que use vision artificial enfocada a la agricultura
de precision

1.4. Objetivos Especificos

1. Implementar en la estacidn prototipo un mddulo GPS que permita la ubicacion de la parcela
a analizar.

2. Caracterizar el consumo de energia del prototipo implementado.

3. Implementar un sistema de visidn artificial para la identificacién del tamafo y color de los
frutos.

4. Configurar interfaces de comunicacién que permitan el acceso del prototipo a Internet, asi
como su integracién futura a una red de sensores inaldmbrica

5. Desarrollar una aplicacion web que permita la gestion y monitorizacion remota de la
estacion prototipo

1.5. Estructura del Documento

El documento esta estructurado de la siguiente forma. En el Capitulo 2 se presenta el marco
tedrico; en particular se resaltan conceptos fundamentales acerca de la agricultura de
precision, Internet of Things, redes de sensores, asi como conceptos basicos del
procesamiento de imagenes y video; finalmente, se describen brevemente las herramientas
empleadas para el desarrollo web. A continuacién, en el Capitulo 3, se presentan los
principales trabajos relacionados, disponibles en la literatura. Posteriormente, en el Capitulo 4,
se detalla la implementacion de la estacidn prototipo. Las pruebas realizadas en campo vy los
resultados obtenidos, se describen en el Capitulo 5. Finalmente, en el Capitulo 6, se exponen
las conclusiones y recomendaciones generales del presente trabajo de tesis.
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2. MARCO TEORICO

2.1.Introduccion

El trabajo de tesis propuesto tiene como propdsito el disefio e implementacion de una
estacidn prototipo para la monitorizacion de variables de interés en el ambito de la agricultura
de precisién. Con tal finalidad, en este capitulo se exponen los conceptos fundamentales para
entender el trabajo en su conjunto, asi como una introduccidn a las tecnologias empleadas.

2.2. Agricultura de Precision

La agricultura de precision es el término que se le da a la administracion de lotes agrarios en
los que se ejecutan tareas de medicidn y actuacidn sobre los cultivos, utilizando tecnologia
moderna para desarrollar un plan de accion. La agricultura de precision tiene principalmente
tres objetivos, incrementar la produccidon de las plantas, reducir el impacto ambiental y
obtener mayores ingresos econdmicos en las practicas agricolas.

Para la captura de datos y toma de medidas, las tareas habituales consisten en levantamientos
topograficos, emplazamiento de sensores y toma de imagenes fotograficas con cdmaras fijas,
moviles o satelitales. Mientras que las tareas destinadas a los actuadores se enfocan
principalmente en la fertilizacién, fumigacion, cosecha vy riego.

Las tecnologias usadas para llevar a cabo estas tareas son muy variadas, desde infraestructuras
complejas para los sistemas de riego, redes de sensores, sistemas robdticos para fertilizacion y
fumigacidn, sistemas de visidon e inteligencia artificial [16], analisis de datos, entre otros.
Ademads, puesto que cada parcela presenta condiciones distintas, los sistemas de
posicionamiento son de gran importancia para identificar el lugar exacto en el cual se
desarrolla un evento. En esta area estd muy difundido el uso de sistemas GPS (Global
Positioning System) y GNSS (Global Navigation Satellite System) con los que es posible generar
mapas de variabilidad espacial y actuar sobre los cultivos con propdsitos varios.

En el Ecuador, la agricultura de precision se encuentra principalmente en los sistemas
automatizados de riego. Por otra parte, existen algunos proyectos en etapas iniciales que
emplean imagenes satelitales y ortofotos captadas por drones, que permiten determinar
niveles de clorofila, humedad y otros factores en las plantas. Sin embargo, debido a su alto
costo, tal sistema estd limitado a los productos de alta exportacién y consumo como por
ejemplo, el banano, el cacao o la cebada, mientras que para los pequefios productores resulta
casi imposible entrar en la era de la denominada agricultura 3.0 [17].

2.3.Tecnologia loT

El término Internet of Things (loT), aparecid en los afios 90 para referirse a la conexién de
objetos cotidianos hacia Internet. Si bien en esa época eran muy limitados los objetos
conectados a Internet, con el paso de los afios y la reduccidon en costo y tamafno de los
microprocesadores, este nimero se ha incrementado exponencialmente. Como un ejemplo en
el ano 2010 existian mas objetos conectados que personas en el mundo [18] y segun los
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prondsticos del portal Forbes [19] para 2025 la cifra de dispositivos conectados a Internet sera
de 75 mil millones.

Los factores que han favorecido este enorme crecimiento han sido principalmente la ubicuidad
de Internet, la caida en los precios de miniordenadores, la estandarizacidn de los protocolos de
comunicaciones, los avances en los andlisis de datos y el crecimiento de la computacion en la
nube [20].

El impacto de esta tecnologia ha sido tal que no solo ha cambiado nuestra relacién con los
objetos, sino también ha motivado el desarrollo de nuevas arquitecturas de comunicacion. Un
claro ejemplo son las conexiones M2M (Machine to Machine) que pasaron de 106 millones en
2012 a 360 millones en 2018 [21]. Ademas, existen otros modelos de comunicacidn propios del
Internet of Things, tales como las conexiones dispositivo-nube, dispositivo-puerta de enlace y
el intercambio de datos a través del back-end [20].

En cuanto a los dmbitos de aplicacidn, se extienden a casi cualquier aspecto de la vida
cotidiana, desde dispositivos conectados al cuerpo humano, pasando por aplicaciones
industriales hasta dispositivos destinados al entretenimiento, y por supuesto también estd
presente en la agricultura. Entre las aplicaciones tipicas en las que se emplea tecnologia loT en
la agricultura, se encuentra el envio de la informacidn recolectada por sensores hacia la nube
para posteriormente realizar un andlisis y ejercer algun tipo de control, por ejemplo, mediante
sistemas robdticos como tractores o vehiculos aéreos no tripulados. En el presente trabajo de
tesis se emplea una estrategia similar, capturando y enviando en este caso imagenes de un
cultivo, hacia un servidor para que estas puedan ser procesadas y analizadas.

2.4.Procesamiento de Imagenes

Al hablar de procesamiento de imagenes se cuenta con un amplio abanico de algoritmos y
procedimientos para llegar a una gran cantidad de resultados posibles. Asi, es posible realizar
tareas como el filtrado, la segmentacion, la clasificacién, cambios de espacio de color, entre
otros mecanismos de procesamiento [18], [19]. En cuanto, al nivel de andlisis, los algoritmos
pueden actuar a nivel de pixeles, por lotes o global, en el dominio del espacio o en el dominio
de la frecuencia. Adicionalmente, existen métodos de mayor complejidad como por ejemplo,
las redes neuronales [22],[23] o los algoritmos de aprendizaje supervisado tipo Support Vector
Machine (SVM) [24]. La aplicacion de un mecanismo u otro depende en gran medida del
problema al que se enfrente. Estas tareas y algoritmos de procesamiento de imagenes por lo
general se usan conjuntamente formando marcos de trabajo por los cuales las imagenes a
procesarse pasan secuencialmente.

El problema de procesamiento de imdagenes al cual se hard frente en este trabajo de tesis,
consiste en la deteccion de frutos sobre fotografias capturadas a una distancia entre cinco y
diez metros. En concreto la tarea fundamental se enfoca en identificar y separar los frutos del
fondo de la imagen. Por tanto, la complejidad del procesamiento se debe a la existencia de
elementos adicionales en las fotografias, tales como hojas, lotes de tierras, ramas, cielo, nubes
o0 montafias.
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Como solucidn al problema planteado, se propone la aplicaciéon de dos algoritmos descritos en
la literatura. El primer mecanismo consiste en realizar un filtrado espectral de los pixeles, dicho
esquema se denomina Thresholding [25]. El otro método que se evaluara esta basado en el
agrupamiento o clustering de los pixeles de la imagen, en el cual cada pixel se coloca dentro de
un grupo o cluster acorde a un criterio previamente definido [26].

Se contara con un marco de trabajo para cada algoritmo; estos seran desarrollados mediante
una serie de experimentos a partir de los datos provistos por un conjunto de imagenes
tomadas en campo. El esquema del marco de trabajo basado en Thresholding se muestra en la
Figura 1. Este marco de trabajo comienza con una conversidn al espacio de color HSV para
posibilitar una segmentacién por color mas sencilla. Luego se implementa el algoritmo de
Thresholding para filtrar los pixeles con los matices deseados, segmentando la regién de
interés del fondo de la imagen. Posteriormente se genera la imagen binaria que permitird
realizar las operaciones subsecuentes. La binarizacion de la imagen consiste en colocar los
pixeles de la region de interés en color negro, dandole un valor binario de 1, mientras que el
fondo de la imagen pasara a estar de color blanco con un valor binario de 0 (este proceso
también podria ser inverso).

Las operaciones morfoldgicas permiten eliminar o agregar pixeles a la imagen para reducir el
ruido o rellenar espacios y asi mejorar los resultados. Posteriormente se utiliza el algoritmo de
etiquetado de componentes conectados para colocar una etiqueta en cada una de las manchas
de la imagen binaria. Después de esto se realiza el conteo de objetos que servira para estimar
el numero de frutos presentes. Luego se realiza un encuadre de las manchas encontradas en la
imagen original para visualizar los frutos encontrados. Finalmente se calculan estadisticas de la
imagen tales como el nimero de manchas encontrado, nimero de frutos estimado, tamafio
minimo, maximo y promedio de las manchas y color promedio de los frutos.

Conversion . Generacion de Operaciones
al espacio HSV | | Thresholding |~ imagen binaria| ~| Morfoldgicas

4 & ~ 5 A
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Etiquetado de

Estadisticas de | Enc_uadre de|_| CObf'ftetO de <| Componentes
la Imagen OJetOS objetos conectados
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Figura 1 Marco de trabajo del procesamiento de imagenes con Thresholding

El marco de trabajo basado en clustering se muestra en la Figura 2. En primer lugar se realiza
un cambio de espacio de color. En el Capitulo 4 se describe como se encontrd el espacio de
color usado finalmente. Luego se realiza la agrupacion de pixeles (clustering) mediante el
algoritmo de Esperanza-Maximizacién (EM, por las siglas en inglés de Expectation-
Maximization). Luego es necesario identificar que cluster es el que agrupa a los frutos.
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Posteriormente se genera la imagen binaria y se procede de manera similar que en el marco

de trabaja basado en Thresholding.
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Figura 2 Marco de trabajo del procesamiento de imagenes con GMM

2.4.1. Espacios de Color

Los colores en una imagen estan definidos por una tupla de tres nimeros. El significado de
cada uno de estos nimeros y su mapeo en la gama de colores es lo que define un espacio de
color [27]. El espacio de color mas usado en la mayoria de sistemas digitales es el espacio RGB
(Red-Green-Blue),
caracteristicas que las hacen atractivas segun el problema que se intente abordar. En cuanto a

sin embargo, existen otras alternativas, cada una con diferentes
los sistemas digitales, la forma mds comun de representar los espacios de color es mediante 24
bits, 8 por cada canal. Como resultado se tiene 256 niveles por cada canal y un total de 16.7
millones de tonalidades posibles. En el presente trabajo se experimentd con algunos de ellos,

cuyas caracteristicas se presentaran a continuacién.

El espacio RGB es un espacio de color aditivo formado por una combinacion lineal de los
valores de color rojo (Red), verde (Green) y azul (Blue). La informaciéon de crominancia
(informacién del color) y luminancia se encuentra en la mezcla de los tres componentes, por lo
que ante cambios de luminosidad del ambiente los tres canales sufren cambios notables,
siendo este un problema al intentar segmentar imagenes con diferente iluminacion([28]. Otra
desventaja de este espacio, es que no es perceptivamente lineal, es decir, que un cambio
percibido como pequefio por la vista no siempre es asi numéricamente.

El espacio HSV tiene como componentes el matiz de la longitud de onda dominante (Hue), la
saturacion (S) y el valor (Value) que es la magnitud de intensidad luminica del pixel. La
principal ventaja de este espacio es que tiene un solo canal para representar el color (el canal
Hue), a diferencia de RGB que tiene tres. Por esta razén este espacio de color es muy utilizado
cuando se desea filtrar una gama especifica de colores [29]. Otra ventaja de este espacio es
que ante cambios de luz en el ambiente el Unico canal que se verd notablemente afectado es
el canal Value. Como principal desventaja se tiene que es dependiente del dispositivo en el que

se visualiza.

El espacio LAB tiene como componentes la luminosidad (Lightness), el canal de color A
(componente de color desde el verde al magenta) y canal de color B (componente de color
desde el azul hasta el amarillo). En este caso, la informacion de color esta codificada en dos
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canales, mientras que el canal restante provee informaciéon de la intensidad luminica. La
principal ventaja del espacio LAB, es que es independiente del dispositivo en el que se
visualiza, ademas de ser perceptualmente lineal.

2.4.2. Thresholding

Thresholding consiste en un algoritmo muy sencillo que logra segmentar imdgenes al pasar sus
pixeles por un umbral o serie de umbrales con valores especificos. Se distinguen dos tipos de
Thresholding, aquel realizado sobre la imagen en escala de grises y aquel que trabaja sobre la
imagen a color. En el presente trabajo de tesis se empleara el segundo tipo.

El Thresholding a color cominmente trabaja sobre el espacio HSV, el cual como se mencioné
previamente tiene la ventaja de que solo uno de sus canales muestra el color. Adicionalmente,
en la literatura se describe que es posible obtener buenos resultados combinando el algoritmo
de Thresholding y el espacio de color RGB [30].

La principal ventaja del Thresholding es su sencillez y bajo costo de procesamiento. No
obstante, tiene como desventaja, la dificultad para segmentar objetos con matices semejantes
al fondo de la imagen. Ademas, que al aumentar el tamafio del umbral para ampliar la
cantidad de objetos segmentados, el nimero de falsos positivos se incrementa de forma
significativa. Por otra parte, el principal desafio con este método, consiste en determinar los
valores 6ptimos para el umbral, tarea que depende mucho de las caracteristicas de la imagen
como por ejemplo la iluminacién o la resolucién.

2.4.3. Clustering

El Clustering o agrupacion es un proceso de aprendizaje no supervisado, es decir que a priori
no se conoce una salida para los datos de entrada, con el cual se separan los elementos del
conjunto de entrada en diferentes grupos o clusters. En el procesamiento de imagenes, dicho
mecanismo es Util para realizar la tarea de segmentacién de la imagen, es decir para separar
del resto de elementos, la parte de la imagen que es de interés para el problema.

Existen varias formas de lograr esta agrupacién, una de ellas es el uso de modelos de mezclas
de distribuciones gaussianas (GMM por las siglas en inglés de Gaussian Mixture Models). Estos
modelos parten de la premisa de que los datos del conjunto de entrada fueron generados por
la mezcla de una cantidad finita y conocida de distribuciones gaussianas con parametros
desconocidos [31].

Los parametros a determinar que definen un modelo GMM con 1 clusters y un conjunto de
entrada X, donde cada una de sus entradas x; es un vector de dimensién M, son la ubicacién y
forma de cada una de las distribuciones gaussianas multivariables, que para un cluster t se
definen mediante la ecuacion (1):

1

1
NGl Zo) = —5——ep(- st —w) i —w)) -
(21‘[}:! |E|::|’-
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Donde N(x; i, £.) es la distribucién gaussiana multivariable para el cluster ¢, gt es el vector
de medias con n entradas (una por cada cluster c) de dimensiéon m y I es el vector de
covarianzas con T entradas de dimension mxnt. Ademas, es necesario determinar el vector
de dimension 1; este vector define la probabilidad de que un punto de dato x; se encuentre

en cada cluster.

Para la estimacidon de estos parametros se utiliza el algoritmo de Expectation-Maximization
(EM) que iterativamente ejecuta una etapa de esperanza (E), en la cual se crea una funciéon
para el cdlculo de la esperanza de la verosimilitud logaritmica usando la estimaciéon actual de
los parametros, y una etapa de maximizacion (M) que maximiza la esperanza de la
verosimilitud logaritmica para obtener parametros de maxima verosimilitud [32].

Para empezar, el algoritmo inicializa los pardmetros (i, £ y ) de manera aleatoria para un
numero de clusters dado. Luego de esto se procede con la etapa E en la que para cada dato x;

se calcula la probabilidad 7;. de que dicho punto pertenezca al cluster £, mediante la ecuaciéon

2).

_ ﬁcN(xilf-'[cJEc}
_Eleﬂ‘-k N{xilﬂng} (2)

Lk

En la etapa M se calcula para cada cluster ¢ el peso total 11, que es la porcidn de probabilidad

de cada cluster calculada sobre todos los puntos del conjunto de datos de entrada, como se

me=) 1 3)

muestra en la ecuacion (3):

Luego se normaliza sobre la suma total de m . de todos los clusters para formar el vector T,

como se aprecia en la ecuacion (4):
Te="—" (4)

Dénde:
m= ch (5)
C

Y a continuacion se actualiza también p. y X, como se muestra en las ecuaciones (6) y (7)

respectivamente:

1
He = m_cZﬂcxi (6)
i
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1
I = m—czim(xi — )T — 1) (7)

Estas se etapa se las repite iterativamente hasta que la funcidn de verosimilitud logaritmica del
modelo converja. Esta funcién se la calcula como se muestra en la ecuacién (8):

N K

Inp(Ximp,2) = > () meNxilp Ei)) (8)

i=1 k=1

Los resultados de aplicar el modelo GMM en conjunto con el algoritmo EM, depende en gran
medida de la cantidad de clusters que se seleccione para realizar los cdlculos. En particular, un
pequefio nimero de clusters podria agrupar en un solo grupo tanto caracteristicas deseadas
como no deseadas de la imagen, lo que se traduce en una segmentacion deficiente que
presenta la region de interés rodeada de pixeles que no le corresponden. Por otro lado, un
numero grande de clusters puede producir un sobre-ajuste del modelo, ocasionando regiones
de interés incompletas, ademas de que esto conlleva un coste de procesamiento mayor.

Consecuentemente, existen varios criterios con los cuales estimar un nimero adecuado de
clusters, entre ellos el criterio de Akaike o la Validacion Cruzada [33]. Sin embargo, uno de los
criterios mas utilizados actualmente, mismo que se empled en el presente trabajo, es el
Criterio de Informacién Bayesiano (BIC por las siglas en inglés de Bayesian Information
Criterion) [32],[34]. Este criterio se calcula como se muestra en la ecuacion (9):

1 .
BIC % 2« k;» In(n) —InL(8) (9)

Ddnde:
L(8) = p(x|6,M) (10)

L{@} es la medida de la verosimilitud maximizada del modelo M con el conjunto de datos de

entrada x. @ es el valor de los pardmetros que maximizan la funcién de verosimilitud. La

constante k; es el nimero de parametros libres que se estiman en el modelo y 7 es el nimero

de observaciones, es decir la cantidad de entradas en x. En los modelos GMM los parametros

libres son los valores de las medias y las matrices de covarianzas, por lo que el nimero de
pardametros libres para un modelo con i clusters y con datos de entrada de dimensidn 1t se

puede calcular con la ecuacién (11):

ky=iv (1+ m+ (mx(m+ 1)/2) (11)

El criterio BIC se aplica sobre el modelo una vez sus pardmetros hayan sido ajustados con el
algoritmo EM, por lo que el proceso de encontrar el nimero adecuado de cluster se torna
iterativo. El proceso inicia ajustando el modelo con i = 2, se evalta BIC y luego se incrementa

el niumero de clusters en 1. El procedimiento se repite hasta alcanzar el nimero limite de
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clusters impuesto. Una vez se cuente con la evaluacidn de BIC en todos los modelos ajustados,
algunos autores recomiendan elegir el modelo con el menor valor de BIC, mientras que otros
recomiendan elegir el primer minimo local encontrado, como se resalta en [35]. En la practica,
elegir el modelo con el menor valor de BIC suele afiadir un costo de procesamiento a veces
innecesario, por lo que, el segundo enfoque suele ser el mas indicado. Ademas en ciertas
fuentes se suele definir BIC como el negativo de la ecuacidn (9), en este caso se elige el modelo
con el maximo local[13].

Por otra parte, para que el modelo sea Uutil para la segmentacidon de imagenes, el conjunto de
entrada debe consistir en los pixeles de una imagen que contengan una considerable cantidad
de los elementos que se quieren segmentar. Naturalmente incluyendo el fondo caracteristico
gue tenga las imagenes a ser segmentadas. El procedimiento descrito se puede comprender
con mayor claridad mediante el diagrama de flujo mostrado en la Figura 3.

Y
Seleccion de una
imagen representativa

Convenrsic'm de
espacio de color
v
i=2
—
\ GMM con EM
i=i+1 :
T BIC
No
Si

Eleccion del modelo
con el menor BIC

Guardado de
parametros

Fin

Figura 3 Diagrama de flujo del ajuste del modelo

Finalmente, una vez que el modelo ha sido ajustado y se han obtenido los parametros
especificos de cada cluster, el siguiente paso consiste en determinar el cluster en el cual los
frutos han sido agrupados. Sin embargo, puesto que se esta trabajando con un modelo de
aprendizaje no supervisado, el modelo no contendrad esta informacion. En tal sentido, la
solucion implementada consistid en analizar las caracteristicas espectrales que debe tener un
pixel para ser parte del cluster de frutos y realizar una prediccion de tal pixel con el modelo
ajustado. Por ejemplo, si los frutos son de color rojo, se predecira el cluster al que pertenece

un pixel rojizo.
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2.4.4. Operaciones Morfoldgicas

Una vez que se cuenta con la imagen segmentada y sus elementos han sido binarizados, es
posible mejorar los resultados obtenidos mediante la aplicacién de Operaciones Morfoldgicas.

Las Operaciones Morfoldgicas permiten realizar un procesamiento sobre estructuras
geométricas disponibles en una imagen. Los operandos para dicho procedimiento, por lo
general consisten en una imagen binaria de entrada y un elemento estructural. En cuanto a los
elementos estructurales, son formas con las cuales la imagen de entrada interactuara segun la
operacion morfoldgica lo defina. Estos elementos suelen ser estructuras binarias, siendo las
formas mdas comunes, circulos, cuadrados y dvalos, aunque también es posible definir
estructuras mas complejas.

Las dos operaciones morfoldgicas basicas son la dilataciéon y la erosion. La dilatacién,
representada por el signo @, expande la imagen en sus bordes al interactuar con un elemento
estructural. Para una imagen A y un elemento estructural B, la dilatacion se define como se

muestra en la ecuacién (12):
a@r=| s, (12)

Donde Ay es la traslacion de A por b. Asi, se puede entender la dilatacién como el
emplazamiento de los puntos de B en 4, cuando el centro de B se encuentra en algin punto
de 4 [36].

La erosidn, representada por el signo ©, contrae los bordes de la imagen de acuerdo a su
interaccién con el elemento estructural. Para una imagen 4 y un elemento estructural B, la

erosion se define como se observa en la ecuacion (13):
ao5=()4 (13)

Donde A_, es la traslacién de A por —b. La erosién puede ser entendida como la translacién
del centro de B sobre cada punto de 4, en la cual, si todos los puntos de B estan contenidos

en 4, el punto permanece, caso contrario dicho punto se elimina.

De la dilatacién y la erosion se derivan dos operaciones morfolégicas muy usadas en el
procesamiento de imagenes, que son la Apertura (Opening) y la Cerradura (Closing). La
operacion Opening, tiene la capacidad de rellenar espacios en blanco dentro de una imagen
binaria. En cuanto a su representacion, se emplea el signo 0. Ademas, matematicamente se
define como la dilatacién de la erosién de una imagen 4 por un elemento estructural B, tal

como se muestra en la ecuacion (14).

AoB=(ACB)®DE (14)
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La operacion Closing, tiene la capacidad de eliminar elementos semejantes al elemento
estructural, como pueden ser manchas de ruido en la imagen. Estd representada por el signo e,
y estd matematicamente definida como la erosion de la dilatacion de una imagen A por un

elemento estructural B, como se lo puede observar en la ecuacién (15).

A-B=(ABB)SE (15)

2.4.5. Etiquetado de Componentes Conectados

El algoritmo de etiquetado de componentes conectados (CCL, por las siglas en inglés de
Connected-Components Labeling) actua sobre imagenes binarias, asignando una etiqueta Unica
a cada mancha (conjunto de pixeles conectados) de la imagen [37]. Este procesamiento resulta
indispensable en tareas como conteo de objetos, reconocimiento de patrones y extraccion de
caracteristicas. La funcionalidad basica de este algoritmo consiste en buscar los pixeles con un
valor binario igual a 1 y verificar en toda su vecindad si hay mas pixeles con valor igual a 1,
como un indicador de que existe conexidn. Para aquellos casos donde se tenga un conjunto
aislado de pixeles se asigna una etiqueta a dicho grupo. En la practica, implementar el
algoritmo en la forma descrita, no es la opcién mas adecuada, por lo que en la literatura se
proponen algunas alternativas para su optimizacion [38], [39], [40]. En el presente trabajo de
tesis, se utilizard la libreria OpenCV [41] que cuenta con un método que implementa dos
versiones del algoritmo, una que verifica los pixeles vecinos en las lineas horizontal y vertical, y
otro que verifica los 8 pixeles circundantes.

2.4.6. Conteo de Objetos

Para realizar un conteo de objetos existen dos enfoques muy empleados. El mas simple de
ellos consiste en contar la cantidad de manchas. A su vez, dicha tarea resulta mas simple
cuando se ha realizado un etiquetado de los componentes conectados, ya que el proceso se
reduce a tomar el nimero de etiquetas colocadas. El problema de emplear este enfoque para
el conteo de frutos, es que podrian existir manchas que agrupan multiples frutos, que en este
caso serian contados como solo uno. El otro enfoque propone tomar el nimero total de
pixeles y dividirlo para el drea esperada de un fruto. En este caso, el inconveniente es que
podria darse el caso de muchos frutos aislados con un drea reducida por estar solapados por la
vegetacidn que se contarian como una cantidad menor a la real.

Como solucidn alternativa en el presente trabajo de tesis se emplea una combinacion de estos
dos enfoques, es decir, se cuenta el nimero de manchas, y en el caso de tener manchas muy
grandes que indique un posible agrupamiento de frutos, se las divide por el drea esperada de
un fruto.

2.5.Procesamiento de Video

El procesamiento de video involucra una amplia cantidad de tareas posibles de acuerdo al
resultado buscado. En el presente trabajo, se hard mencidn solo a las tareas necesarias para su
transmisién y almacenamiento. Como punto de partida, es necesario considerar que en un
video los fotogramas sin procesamiento, es decir en formato raw presentan una cantidad
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significativa de informacidén que en gran parte son inapreciables o redundantes. En tal sentido,
es necesario aplicar mecanismo de compresién para que su transmisién y almacenamiento
sean mas sencillos y eficientes. Con tal objetivo se emplean algoritmos especializados
denominados CODECs, encargados de codificar y decodificar archivos de video. Existen varios
estdndares de compresion o codificacidon de video, entre los mas usados en la actualidad, se
encuentran, H.265, H264, VP8 y VP9.

En tal contexto resulta util el software FFmpeg [42], que es un programa de manejo de
contenido multimedia que agrupa un conjunto de herramientas para codificar, decodificar,
multiplexar, hacer streaming, filtrar y reproducir video.

2.6.Tecnologias para el Desarrollo de Aplicaciones Web

A diferencia de las aplicaciones de escritorio que son programas que se ejecutan sobre el
sistema operativo de una plataforma nativa, las aplicaciones web estan alojadas y se ejecutan
en el servidor del desarrollador para ser visualizadas en un navegador. Este tipo de soluciones
presenta grandes ventajas tales como, un ahorro de espacio en disco, la facilidad de
actualizacién, la compatibilidad entre distintas plataformas, portabilidad y seguridad. Ademas,
existen aplicaciones hibridas, en las cuales la plataforma del usuario aloja un programa
pequeio que se complementa con las funcionalidades del servidor, tal es el caso de las
aplicaciones moviles de Facebook o Twitter.

En el trabajo de tesis, se desarrollard una aplicacién web para visualizar la informacion
capturada por la camara fotogréfica y los sensores, para que pueda ser visualizada desde
cualquier lugar con la ayuda de un navegador web.

Especificamente, el desarrollo de la aplicacion web se la realiz6 sobre la plataforma IBM Cloud. Esta
plataforma provee una gran variedad de servicios sobre la nube que permiten disefiar y desarrollar
aplicaciones, incluso es posible configurar gran parte de la infraestructura tecnoldgica que una empresa
cldsicamente implementaba dentro de sus Data Centers. Estos servicios tienen la ventaja de ser ubicuos,
ademads de escalables, es decir, se puede incorporar mayor cantidad de servicios o recursos segun el
cliente lo necesite y solo se pagara por los recursos utilizados. En el presente trabajo se hard uso de dos
servicios prestados por la IBM Cloud, el servicio de Node-Red Starter y el servicio de Internet of Things
Platform. En el Apéndice A se describe el entorno de trabajo de la IBM Cloud.

Para el caso de la comunicacidn entre la estacidn y la aplicacién web desarrollada en la nube, se utilizara
el protocolo MQTT, el cual esta especialmente disefiado para el ambito de soluciones loT.

2.6.1. Node-Red Starter

Node-Red starter es un servicio en la nube del tipo Platform as a Service (Plataforma como servicio,
PaaS por sus siglas en inglés), en el cual la empresa duefia de la nube proporciona una plataforma a los
desarrolladores de aplicaciones para crear y desplegar aplicaciones. Asi estas plataformas incluyen
distintos lenguajes de programacion ademas de servicios de red para que los usuarios accedan a las
aplicaciones. En este servicio en particular, las aplicaciones se desarrollan en Node-Red [43], una
herramienta de programacidn gréfica construida sobre el entorno de ejecucién Node.js. Dicho entorno
se encuentra optimizado para trabajar sobre aplicaciones de red, ademas cuenta con una gran cantidad
de librerias, entre ellas algunas que permiten desplegar pdginas web de manera rapida sin necesidad de
ocuparse de la programacién de las etiquetas HTML o del estilo en CSS. El editor de Node-Red, se
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ejecuta en el navegador web, lo cual permite la compatibilidad con muchas plataformas. En el Apéndice
B se describe como crear una nueva instancia de este servicio asi como los detalles de su entorno de
trabajo.

2.6.2. Internet of Things Platform

Este servicio también llamado IBM Watson loT Platform, estd destinado a la facil gestion de
dispositivos tipo loT. Para ello proporciona los servicios de registro de dispositivo, conexién,
almacenamiento, visualizacién de datos ademas de simulacién de dispositivos y conectividad
con la plataforma IBM Cloud. Adicionalmente, es posible configurar distintos niveles de
seguridad en los dispositivos, y crear grupos para su administraciéon. Internamente este
servicio implementa un broker MQTT al que se puede acceder desde el servicio de Node-Red
para conectar la aplicacion web con los dispositivos loT. El tamafio maximo de los paquetes
MQTT que este broker permite es de 128kB. En el Apéndice C se describen los pasos para crear
una nueva instancia de este servicio, asi como los detalles de su entorno de trabajo.

2.6.3. Protocolo MQTT

MQTT es un protocolo para la transmisién de mensajes, disefiado especialmente para
arquitecturas tipo loT. Su popularidad sobre protocolos similares, es consecuencia de su facil
implementaciéon y especialmente por ser liviano y usar pocos recursos, lo cual es indispensable
para dispositivos loT, que por lo general tienen limitados recursos energéticos y de ancho de
banda.

MQTT esta basado en la pila TCP/IP y es un protocolo con un modelo publicacién/suscripcion,
es decir, los clientes se conectan mediante TCP/IP con un servidor denominado broker
localizado en la nube o en una red local. A partir de la conexién establecida, el cliente puede
enviar mensajes con cierto tépico para que luego estos puedan ser alcanzados por los
dispositivos suscritos al mismo. Este esquema convierte a MQTT en un protocolo asincrono, es
decir que los extremos de la comunicacién no deben tener conexidn directa, lo cual es muy
conveniente cuando se cuenta con una gran cantidad de dispositivos interesados en recibir
mensajes [44].

MQTT utiliza por defecto el puerto 1883, y en el caso de funcionar sobre TLS (Transport Layer
Security) utiliza el puerto 8883. El protocolo puede manejar paquetes de hasta 256MB. Sin
embargo, en la practica este tamafio depende de la implementacion en el broker, por lo que
suele ser considerablemente menor.

Un aspecto muy importante en MQTT es la calidad de servicio. La calidad de servicio (QoS por
las siglas en inglés de Quality of service) es un mecanismo para afrontar las posibles fallas de
conexién debidas al medio u otros factores. MQTT implementa 3 niveles de QoS. En el nivel 0,
los mensajes se envian solo una vez, por lo que ante un fallo de conexidn los mensajes no
llegaran al receptor y no se tendra constancia del error. El nivel 1, se envia los mensajes hasta
garantizar la entrega, por lo que el suscriptor podria recibir mensajes duplicados. En el nivel 2,
se garantiza la entrega de los mensajes a los suscriptores una Unica vez [45].
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En cuanto al broker, es posible crearlo instalando el servidor Eclipse MQTT en un ordenador
tanto para una red local como para su acceso a Internet, en caso de que se cuente con una
direccién IP publica. Sin embargo, lo mas sencillo es usar un servicio de broker MQTT publico o
privado.

El esquema de funcionamiento de MQTT, se muestra en la Figura 4. En particular, el cliente
gue desea publicar contenido tiene que registrarse en el broker mediante un mensaje
CONNECT que lleva informacién del nombre de usuario y contrasefia, lo cual es respondido por
el servidor con un mensaje CONNACK. A continuacidn, los clientes que quieran suscribirse a la
informacidn que se publique deben enviar un mensaje SUBSCRIBE al broker con la informacion
del topico de los mensajes que desea recibir. El broker responde a esta solicitud con un
mensaje SUBACK. Cuando el cliente publicista desea enviar contenido al broker, lo hace
mediante un mensaje PUBLISH que lleva informacion del tépico del mensaje. Finalmente, el
broker se encarga de distribuir este mensaje a todos los clientes que estén suscritos al tépico.

Cliente Servidor Cliente
publicista (Broker) Suscriptor

CONNECT
CONNACK
SUBSCRIBE
SUBACK

PUBLISH
—_—
MENSAIJES
%

Y y ]

Figura 4 Esquema de funcionamiento de MQTT
2.7.Conclusiones

En este capitulo se ha revisado los principales conceptos relacionados con el trabajo de tesis,
desde aquellos que tienen que ver con su contexto tales como la definicion de loT y la
agricultura de precisién, hasta los detalles técnicos requeridos para comprender el
funcionamiento de la aplicacién, como por ejemplo las tecnologias web y los algoritmos
usados para el procesamiento de imagenes. Ademas, de manera particularmente importante
se expuso las diferentes etapas requeridas para el tratamiento y analisis de las imagenes,
como son la binarizacidn, segmentacion, operaciones morfoldgicas y conteo. Dichos procesos

definen el marco de trabajo a seguir en el Capitulo 4.
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3. TRABAJOS RELACIONADOS

En este capitulo se describen brevemente los principales trabajos disponibles en la literatura
relacionados con el tema de tesis. Conforme a esto, se resefian trabajos en torno a la creacién
de estaciones de monitoreo, el procesamiento de imdgenes, comunicacién inaldmbrica entre
dispositivos y tecnologias para el desarrollo de aplicaciones web.

En la actualidad existen una gran variedad de plataformas de desarrollo, las mismas que
pueden emplearse para el despliegue de redes se sensores y sistemas de monitorizacién. En
particular, se destaca el trabajo descrito en [46], donde se emplea una plataforma Raspberry
Pi, como estacion moévil. Para ello, dicha plataforma fue emplazada en un dron con el objetivo
de gestionar los datos que recibe de los sensores, la conexién a Internet, asi como la
adquisicion de imagenes y video. Por otra parte, en cuanto a la arquitectura de comunicacioén,
se emplea la red celular para la conexién con la estacidon base. Esto debido al trafico
significativo generado por la cdmara de video que restringe otro tipo de soluciones tales como
redes basadas en ZigBee o LoRa. Ademds, que por las caracteristicas de su aplicacién es
necesario contar con un rango de cobertura bastante amplio. En cuanto, a la adquisicién y
transmisién de video, para que la informacién de la camara sea util, los fotogramas deben
tener la suficiente calidad para ser evaluadas por un experto, y a la vez mantener una tasa de
datos baja para no producir latencia en el video. Con esta premisa, a partir de las pruebas
realizadas, los autores proponen una resolucién de 240x120 pixeles a una tasa de 15 fps
(fotogramas por segundo). Finalmente, otro aspecto a destacar del mencionado trabajo, es el
ahorro de energia, para lo cual se plantea el uso de un protocolo que reduzca al minimo la
permanencia en estado activo de los nodos, incluyendo al nodo mévil.

Por otra parte, en cuanto al rol de la agricultura de precisién en la actualidad, en [47], se
presenta un analisis sobre la importancia de las nuevas tecnologias como medio para optimizar
la produccion y los recursos dentro del entorno agricola. Especificamente, se hace énfasis en
los retos de implementacién y de seguridad a los que se enfrentan este tipo de soluciones.
Ademads, se exponen las principales aplicaciones y beneficios que se podrian obtener al
integrar la agricultura con el mundo del Internet of Things.

En cuanto al dmbito de las técnicas de procesamientos de imdagenes enfocados en la
agricultura de precisién, en [13], se describe un trabajo donde se realiza una deteccién de
tomates a partir de imagenes de alta resolucidn obtenidas por un vehiculo aéreo no tripulado
o UAV (Unmanned Aerial Vehicle). Con tal objetivo, se emplea un framework de clasificacion
espectral-espacial. Especificamente, se propone el uso de tres métodos de clasificacion
espectral, Expectation-Maximization (EM), Mapas Auto-organizados y K-medias. Como punto
importante de este trabajo se destaca que en lugar de usar solo dos clusters de clasificacion
(tomates y no tomates), se recurre al uso del criterio de informacién Bayesiano (BIC) para
obtener el nimero éptimo de clusters. Posteriormente realizan una clasificacién espacial con
el fin de eliminar falsos positivos y remover ruido. Como resultado de todo el proceso se
concluye que el uso de un numero adecuado de clusters, genera mayor precision en la
clasificacion en cada uno de los tres métodos utilizados. Particularmente el método que
obtuvo mayor precisidn en la clasificacion fue EM.
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En [48], se describe un trabajo donde se realiza la clasificacién entre plantas y maleza en un
cultivo de remolacha azucarera, para lo cual se realiza tareas de segmentacién y operaciones
morfoldgicas para comparar las formas de las plantas. De manera similar, en [49], se detalla el
uso de operaciones morfoldgicas para mejorar los resultados de la segmentacion. La
extraccién de las caracteristicas tiene por objetivo alimentar una red neuronal para la
posterior clasificacién de frutos con enfermedades. En [47], se realiza un procedimiento similar
al trabajo descrito previamente, en este caso para la extraccidn de caracteristicas Utiles para la
detecciéon de enfermedades en naranjas. Ademas, se desarrollan experimentos empleando
varios espacios de color, eligiendo finalmente el espacio RGB para el procesamiento de las
imagenes. Por otra parte, en [30], se realiza una segmentacion de imdgenes de plantaciones de
manzanas mediante Thresholding, a partir de lo cual se implementa un algoritmo para
manzanas rojas y otro para manzanas verdes.

En cuanto al andlisis de los espacios de color, en [50],[51],[52], se describen estudios donde
realizan segmentacién de imagenes mediante EM experimentando con los espacios de color
YUV, HSV y LAB respectivamente, consiguiendo resultados sobresalientes y mostrando que la
eleccién del espacio de color depende del escenario en el que se aplique.

Un aspecto a evaluar durante el procesamiento de imdagenes, sin duda es la seleccién de los
mecanismos o algoritmos adecuados. En tal sentido, en [53], se presenta una revision
detallada de las técnicas usadas en el procesamiento de imagenes. En particular, se mencionan
algoritmos para pre-procesamiento, segmentacion, extraccion de caracteristicas y clasificacion.
Aunque el articulo se enfoca en la evaluacion de frutas y vegetales analizadas bajo un entorno
controlado, con fotografias cercanas y con elementos aislados, lo cual dista de lo que se busca
en el presente trabajo de tesis, sin embargo, ofrece comparativas muy Utiles sobre los distintos
algoritmos usados, ampliando el panorama de la vision artificial.

En cuanto al despliegue de aplicaciones web y su integracién con el dmbito del Internet of
Things, en [54], se hace uso de la herramienta de desarrollo Node-Red para desplegar
rapidamente una aplicacion que gestione los datos de una estacidn de monitoreo de la calidad
del aire. Ademas, se destaca el uso del protocolo MQTT para el intercambio de datos entre la
estacion y los sensores. En [55], se describe otro ejemplo que emplea Node-Red, en este caso
con el objetivo de implementar una aplicaciéon que interactua con el servicio de asistente de
voz Alexa y un conjunto de sensores. En cuanto al intercambio de datos se utiliza el protocolo
MQTT, y como broker los servicios web de Amazon. Por otra parte, el trabajo descrito en [56],
resulta particularmente atractivo, puesto que se propone un sistema que interconecta una
estacion de monitoreo de variables ambientales dentro de una Raspberry Pi con la nube de
IBM, ambos extremos usando Node-Red para desplegar sus aplicaciones. En [57], se muestra el
uso de Node-Red para el despliegue de aplicaciones en un campo industrial, destacando la
importancia del protocolo MQTT como un protocolo de comunicacion asincrono. Finalmente,
en [58], se presenta una propuesta que hace uso del broker MQTT Mosquitto que es de cddigo
abierto, ademas de detallar algunas caracteristicas de MQTT como el tamafio maximo de
mensajes y el parametro de calidad de servicio, que son vitales en cierto tipo de aplicaciones
para asegurar la recepcion de los mensajes.
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4. IMPLEMENTACION DEL SISTEMA DE MONITOREO

4.1.Introduccion

En el presente capitulo se detallard la implementacién del sistema de monitoreo planteado.
Este sistema tiene tres partes principales, la estacidén prototipo encargada de la adquisiciéon y
procesado de datos, la aplicacién web encargada del control y visualizacién de los datos, y el
sistema de comunicacion para el intercambio de datos de sensores e informacién de control. El
esquema de este sistema se muestra en la Figura 5.

Adquisicion y Procesado Control y visualizacién

o o I 80 COmunicacion

IBM Cloud

./

Estacion Prototipo Aplicacion WEB

Figura 5 Esquema del sistema implementado

El capitulo estd organizado de la siguiente forma. En la seccidn 4.2 se detalla el hardware
utilizado para la implementacion de la estacidon. En la seccidn 4.3 se describen las librerias
utilizadas para el procesamiento de imagenes. En la seccion 4.4 se describen los sistemas que
hacen posible la comunicacidn entre la estacidn y la aplicacién web. En la seccidn 4.5 se detalla
el funcionamiento de los sensores y el procesamiento de imagenes y video, ejecutados sobre
la estacién prototipo. Finalmente, en la seccion 4.6 se presenta la implementacion de la
aplicacion web en la nube de IBM (IBM Cloud).

4.1.1. Descripcion del Equipamiento

El prototipo disefiado en este trabajo de tesis, tiene la capacidad de adquirir sefales
ambientales tales como temperatura, presion, humedad e indice UV (Ultravioleta). Ademas de
ello, incluye la capacidad de adquirir imagenes fotograficas y sefiales de video por lo que la
estacidon estd provista de una camara. Ademds, puesto, que se busca tener precisidn en la
ubicacién de la parcela en la que se emplace el prototipo, se cuenta con un sensor de geo-
localizacién. Todas las sefales adquiridas son procesadas por la estacidon y enviadas hacia
Internet, por lo que todos los sensores y la cdmara deberdn estar concentrados en un mini-
computador con capacidades de red. Adicionalmente, el prototipo cuenta con un periodo de
autonomia energética para poder operar en lugares remotos, es decir, lleva incorporado una
bateria. Para agrupar todos estos elementos se construyd un encapsulado, cuya construcciény
ensamblaje se muestran en el Apéndice G. A continuacidn, se detallard las caracteristicas de
los dispositivos usados.
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4.1.2. Mini Computador Raspberry Pi

El hardware principal a ser usado para la implementacion de la estacion es el miniordenador
Raspberry Pi modelo 2 B, un microordenador que cuenta con una interfaz para conexion
Ethernet, memoria RAM de 1Gb, procesador Broadcom BCM2836 ARM Cortex-A7 a 900MHz,
tarjeta grafica Broadcom VideoCore IV 250 MHz.

OpenGL ES 2.0, 4 puertos USB y un precio de fabrica de USD 35. En [46], se hace una
comparacién entre varias plataformas: Raspberry Pi, Minnow Board, Minnow Board Max,
BeagleBone Low-spec, BeagleBone High-Spec, Humming Board y Banana Pi, comparando su
CPU, RAM, conectividad, comunidad de usuarios y costo. A partir del analisis se concluye que
la plataforma Raspberry Pi, conjuga buenas caracteristicas técnicas junto con un bajo costo y
una amplia comunidad de usuarios.

Para su funcionamiento es necesario agregar una tarjeta de memoria microSD con un minimo
recomendable de 4GB de espacio, sobre la cual se instalara el sistema operativo. El sistema
operativo mas utilizado en la Raspberry Pi y que se hard uso en el presente trabajo es
Raspbian, que es una distribucion de Linux basada en Debian.

4.1.3. Sensores

Con el fin de medir el consumo energético de la estacidn se utilizd el sensor de corriente
Adafruit INA219 [59] que tiene la capacidad de medir hasta 3.2A con una resolucién de 0.8mA
e incluso aumentar la precision aceptando menores rangos de corriente. Las principales
caracteristicas de este sensor se muestran en la Tabla 1.

Tabla 1 Caracteristicas técnicas del sensor de corriente Adafruit INA219

Voltaje de la fuente 3V -5.5Vv
Temperatura de operacidn -40°C -
125°C
Comunicacién 1>C
ADC 12bits
Resistencia de medicidn 0.1Q, 1%

Para medir el indice UV se utiliza el sensor Adafruit SI11145 [60], el cual a partir de un anlisis
del espectro visible e infrarrojo, consigue estimaciones muy precisas del indice UV. Las
principales caracteristicas de este sensor se muestran en la Tabla 2.

Tabla 2 Caracteristicas técnicas del sensor UV Adafruit SI11145

Voltaje de la fuente 3V -5V

Temperatura de -40°C - 85°C
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operacion
Comunicacion 12C
Espectro IR 550nm -
1000nm
Espectro visible 400nm - Onm

La medicidn de temperatura, humedad y presidén se agrupa en un solo sensor, en este caso se
empled el sensor Adafruit BME280 [61]. Cabe destacar, que pertenece a la nueva linea de
sensores que reemplazan a los de la linea BMP. Las principales caracteristicas de este

dispositivo se muestran en la Tabla 3.

Tabla 3 Caracteristicas técnicas del sensor de temperatura, humedad y presion Adafruit BME280

Voltaje de la fuente 3V-5V
Temperatura de operacion -40°C - 85°C
Comunicacion 12C, SPI
Precision sensor humedad 3%
Precision sensor t1°C
temperatura
Precisidn sensor presion +1hPa

El GPS utilizado para la ubicacién de la estaciéon es el Adafruit Ultimate GPS v3 [62]. Este
mddulo tiene una alta sensibilidad de rastreo de -165dBm, puede rastrear seiial de hasta 22
satélites en 66 canales, tiene una antena interna y la posibilidad de instalar una antena externa
para mejorar la recepcidn. Las principales caracteristicas de este médulo se muestran en la
Tabla 4.

Tabla 4 Caracteristicas técnicas del sensor de geo-localizacion Adafruit Ultimate GPS

Voltaje de la fuente 3V -5.5V
Tamafio antena de parche 15mm x 15mm x
4mm
Comunicacién usB
Precision de posicion 1.8metros
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Velocidad maxima 515m/s

La camara utilizada para la adquisicion de imdgenes es la webcam Logitech ¢270 [63], con
capacidad de adquirir video en alta definicion e imdgenes con calidad mejorada por software
de tres megapixeles. Las principales caracteristicas de esta cdmara se muestran en la Tabla 5.

Tabla 5 Caracteristicas técnicas de la camara web Logitech c270

Resolucidn maxima 720p
Enfoque Foco fijo
Comunicacion usB
Fps maximo 30fps
Campo visual 60°

Los médulos de sensores de BME280, INA219 y SI1145 se integraron en una sola placa
electrdnica junto con tres botones y tres indicadores leds. El disefio de esta placa se muestra
en el Apéndice F.

4.1.4. Bateria

Para dotar de autonomia energética, la estacién cuenta con un paquete de bateria externo.
Esta bateria es la Ravpower External Battery Pack Element Series [64], que cuenta con 2 salidas
USB. Sus principales caracteristicas se muestran en la Tabla 6.

Tabla 6 Caracteristicas técnicas del paquete de bateria externo Ravpower Element Series

Capacidad 10400mAh
Entrada 5V/2A max
Salida 1 5V/2A max
Salida 2 5V/1.5A max

4.2.Descripcion del Software

Para el desarrollo de los scripts se usd en su mayoria el lenguaje de programacién Python, y en
menor medida Bash. Las librerias usadas para el funcionamiento de los sensores se describen
en el Apéndice E. Para el procesamiento de imdgenes se utilizaron tres librerias Numpy,
OpenCV y Sklearn.

Numpy, es un paquete que extiende las capacidades matematicas de Python al proporcionar
un gran numero de funciones y facilidades para el uso de arreglos N-dimensionales [65]. Dicha
caracteristica es fundamental para el procesamiento ya que las imagenes se tratan como
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arreglos tridimensionales si son imagenes a color y bidimensionales si estdn en escala de
grises.

OpenCV, es una libreria de cdédigo abierto creada para el desarrollo de la visidn artificial y
aplicaciones tipo machine learning. Contiene una amplia cantidad de algoritmos y
herramientas optimizadas para el procesamiento de imdagenes [41]. En el presente trabajo se
hard uso de sus herramientas para el manejo de las imagenes capturadas, asi como del
algoritmo para realizar etiquetado de componentes conectados, y obtener sus estadisticas.

Sklearn, es una libreria disefiada para realizar tareas de mineria y analisis de datos [66]. Cuenta
con una implementacidon optimizada del algoritmo GMM mediante EM. Dicho algoritmo ha
sido empleado en el presente trabajo de tesis, ademas de la herramienta para el andlisis del
numero de clusters (BIC).

4.3.Sistemas de Comunicacion

El sistema desarrollado cuenta con tres interfaces de comunicacion, la interfaz para la
comunicacion de la estacidn a la IBM Cloud, la interfaz de comunicacién desde la IBM Cloud a
la estacidon y aquella que permite a la estacidn su conexidn hacia Internet.

En cuanto al intercambio de datos entre la plataforma Node-Red en IBM Cloud y la estacién de
monitoreo, es necesario recurrir a la plataforma IBM Watson loT. En esta plataforma se debe
registrar los dispositivos que se usaran y generar una clave de API, este proceso se explica con
detalle en el Apéndice D.

Cabe resaltar que, para posibilitar esta comunicacién, se requiere previamente instalar las
librerias node-red-contrib-ibm-watson-iot y node-red-contrib-scx-ibmiotapp. Dicha accidon
debe ser efectuada en el editor de Node-Red, tanto en el lado del dispositivo como de la
aplicacion web.

En cuanto a la interfaz que permite el acceso a Internet, dependiendo del lugar de
emplazamiento de la estacion, es posible emplear una conexidon de tipo Ethernet, Wifi o
incluso mediante un mdédulo 3G o 4G. En cualquier caso, se requiere configurar una direccion
IP fija. En tal sentido, con el propdsito que la conexidn se realice de forma automatica, dicha
configuraciéon se realizd mediante la edicion del archivo interfaces ubicado en el directorio
/etc/network/ del sistema operativo Raspbian.

4.3.1. Comunicacion Estacion - IBM Cloud

Una vez que se ha registrado el dispositivo, se requiere seguir un conjunto de pasos para
enviar datos desde la estacién hacia la aplicacion web en IBM Cloud. En concreto, en el editor
de Node-RED se tendran que configurar bloques tanto del lado del dispositivo como de la
aplicacion web, como se detalla a continuacion

4.3.1.1. Configuracion de los Bloques en el Dispositivo

En el lado del dispositivo, se requiere trabajar con el nodo wiotp out, el cual permite enviar
mensajes de eventos a la plataforma IBM Watson loT mediante el protocolo MQTT. En la
Figura 6, se muestra el nodo wiotp out, disponible en el entorno de Node-Red.
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IBM I0T Device ﬁ

Figura 6 Nodo wiotp out

En cuanto a la configuracion, se requiere ingresar a las propiedades del nodo y especificar el
tipo de conexidon como Dispositivo Registrado. En la Figura 7, se presenta una captura de la
configuracion realizada sobre dicho nodo.

Edit Watson loT node

~ node properties

Connect as Device I

Quickstart © Registered

Credentials Add new wiotp-credentials J ’
Event type event

Format - json

QoS

¥ Name

Figura 7 Propiedades del nodo wiotp out

Por otra parte, en la Figura 8, se presenta la edicidn de las credenciales para el dispositivo.
Como se puede apreciar, el nombre del servidor puede omitirse ya que su valor por defecto es
[organization id].messaging.internetofthings.ibmcloud.com. En cuanto al tipo de dispositivo, el
ID de dispositivo y el token de autenticacidn son los colocados durante el registro del
dispositivo. Es necesario aclarar que el token de autorizacién no se trata del obtenido al
generar la clave de la API. Una vez que se ha completado los pasos anteriores, el nodo de envio
estard completamente configurado por lo que resta configurar el nodo de recepcion en el lado
de la aplicacién web.

Edit wiotp-credentials node
Organization Sslovs
Server-Name

Device Type Raspberry

Device ID RasPi2

Auth Token

Keep Alive 60 Seconds ¥] Use Clean Session
Enable secure (SSL/TLS) connection

¥ Name

Figura 8 Credenciales nodo wiotp out
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4.3.2. Configuracion de los Bloques en la Nube

En cuanto al entorno Node-Red de lado de la nube IBM, se requiere trabajar con el nodo
ibmiot in. En la Figura 9, se presenta una captura del mencionado nodo.

Figura 9 Nodo ibmiot in

La funcionalidad del nodo ibmiot in, consiste en que permite recibir mensajes de la plataforma
IBM Watson loT, provenientes de dispositivos y aplicaciones. Ademas, emplea el protocolo
MQTT asi como el formato json por defecto. Para su configuracién, en primer lugar se debe
modificar la opcién de autenticacion a “API Key”, el tipo de entrada a “Device Event” y se
ingresa la ID del dispositivo en el campo correspondiente como se muestra en la Figura 10.

Edit ibmiot in node

~ node properties

% Name

Figura 10 Propiedades nodo ibmiot in

A continuacién, se procede a editar el campo APl Key dando clic en su botén de edicién.
Especificamente, se debe ingresar un nombre, y los datos obtenidos en la APl que fue
generada previamente. En el campo APl Key se ingresa la clave de APl y en API Token la sefial
de autenticacion de la API. De igual forma que en el lado del dispositivo, no es necesario
colocar el nombre del servidor puesto que su valor por defecto es [organization
id].messaging.internetofthings.ibmcloud.com. Una vez finalizado el procedimiento, se deben
guardar los cambios y el nodo quedara configurado. En la Figura 11, se presenta una captura
con los parametros de edicién del nodo.
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Edit ibmiot node

¥ Name Datos
i APl Key a-5slovs-webmtfowfs

& API Token ssessnse

% Server-
Name

% Scalable % Application 1D

Keep Alive | 60 Seconds Use Clean Session

Figura 11 Formulario para ingresar credenciales de API|

4.3.2.1. Prueba de Conexion

Para verificar el funcionamiento de la comunicacidn Estacidon-IBM Cloud, es posible emplear
los nodos inject y debug, como se describe en el diagrama de la Figura 12.

Raspberry Pi Node-RED en IBM Cloud
noamunco  — JSERIE ) mp- (£5)  Wep CRSHGE — assieali) o
a . . .
Nodo Inject Nodo wiotp out Nodo ibmiotin  Nodo debug

Figura 12 Comunicacion Dispositivo - Nube

Al ingresar datos mediante el bloque de inyeccion (nodo inject), éstos seran recibidos por la
aplicacion web y seran visualizados en el panel debug como se demuestra en la Figura 13.

wobject
~d: object
value: "Hola Mundo"

Figura 13 Panel debug en el lado IBM Cloud

4.3.3. Comunicacion IBM Cloud - Estacion

Hasta el momento se ha creado una comunicacién unidireccional desde la estacidn hacia la
aplicaciéon web. A continuacidn, para crear la comunicacion en el otro sentido es necesario
registrar otro dispositivo, el cual se ha denominado como “RasPi2” y estara ligado al mismo
dispositivo fisico. Cabe indicar que es posible usar el mismo dispositivo registrado; sin
embargo, suelen existir problemas de disponibilidad. En la Figura 14, se muestra una captura
con los registros de los dispositivos creados.
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Examinar dispositivos

® Todos los dispositivos

.

Esta tabla muestra un resumen de todos los dispositivos que se han anadido. Se puede filtrar, organizar y buscar en
ella utilizando distintos criterios, Para empezar, puede anadir dispositivos utilizando la API o el botén Anadir

dispositivo

10 de dispositivo & Tipo de dispositivo < 10declase <

° RasPil Raspberry Dispositivo

© | RasPi2 Raspberry Dispositivo

Figura 14 Lista de dispositivos registrados

4.3.3.1. Configuracion de los Bloques en el Dispositivo

En el lado de la estacion, se desplegara un bloque ibmiot in y se lo configurard de manera casi
idéntica a la efectuada para la recepcién de mensajes en el lado de la aplicaciéon web, con la
Unica diferencia de que el ID del dispositivo apuntado serd en este caso “RasPi2”, como se
resalta en la captura de la Figura 15.

Edit ibmiot in node |
~ node properties
f ~
+ Authentication APl Key i
Q, API Key Datos i s
3 Input Type Device Event i
o Device Type @ Allor
A Device Id Allor | RasPi2
. v,
= Event @ Allor
I Format Allor | json
®Qos o
% Name IBM loT

Figura 15 Propiedades nodo ibmiot in en dispositivo

Los datos de la clave de API serdn los de la clave de API creada anteriormente. Nétese que ahora, para la
comunicacion bidireccional se tiene en el dispositivo un nodo wiot y otro ibmiot, lo mismo sucedera en
el lado de la aplicacién web.

4.3.3.2. Configuracion de los Bloques en la Nube

En este lado se usara el bloque wiotp out. Se editan sus propiedades de forma similar a como
ya se lo hizo en el lado del dispositivo para el envio de mensajes, pero ahora el dispositivo al
gue se apuntara serd RasPi2 en lugar de RasPil, colocando sus respectivas credenciales como
se muestra en la Figura 16.
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Edit Watson loT node
~ node properties
Connect as Device b |
Quickstarn © Registered
Credentials Raspberry/RasPi2 1 #
Event type temp
Format - json
Qos
¥ Name Tx

Figura 16 Propiedades nodo wiotp out en la nube

4.3.3.3. Prueba de Conexion

De igual forma es posible realizar una prueba de funcionamiento de la comunicacion,

mediante una conexién de bloques como se muestra en la Figura 17.

Raspberry Pi

> => cmmm s—-

a ] I - - . ——— -
Nodo Inject Nodo wiotp out Nodo ibmiot in  Nodo debug

Node-RED en IBM Cloud

Hola mundo

Figura 17 Comunicacion Nube - Dispositivo

Al inyectar datos, en este caso se los recibe en el dispositivo y se visualizan en el panel de
debug como se muestra en la Figura 18.

3¢ debug ¥

v object

~d: object

value: "Hola Mundo"

Figura 18 Panel debug en el lado del dispositivo

4.3.4. Estructura de los Mensajes

En el trabajo de tesis, los mensajes a ser transmitidos tienen como finalidad el transporte de datos de los
sensores o de informacién de control. Al llegar, estos mensajes deben ser asignados a un nodo
especifico para su procesamiento. Con tal motivo los mensajes deben ser enviados con cierta estructura,
incluyendo en su cabecera informacién necesaria para conocer a que nodo de procesamiento

corresponde.

Los mensajes en Node-Red son enviados por defecto en formato JSON, de tal manera que la estructura

de los mensajes que se ha disefiado es la siguiente:

{"codigo":"[cAdigo del sensor]","valor":"[]","topic":"treal"}
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Como se puede apreciar, los mensajes constan de tres campos, codigo, valor y topic. En el campo codigo
se coloca un cddigo Unico para cada sensor o comando. Los cddigos usados se detallan en la Tabla 7.

Tabla 7 Cédigo de sensores/comandos

Sensor/Comando Codigo
Corriente corr
Temperatura temp
Presion pres
indice uv uvix
GPS gps
Temperatura del cpu tcpu
Carga del cpu cpuload
Estadisticas stat
Captura de fotos Cam
Captura de video vid

En el campo valor se coloca el valor de la medicidn. Por otra parte, si se trata de un comando para
encender o apagar el sensor, los valores seran “true” o “false” respectivamente. El campo topic es una
denominacion necesaria para colocar correctamente los datos en los cuadros.

Para el caso de los mensajes generados por el médulo GPS, se adicionan dos campos adicionales, “lat”y
“lon” con la informacion de las coordenadas de la estacién.

Por otro lado, es necesario tomar en cuenta que, al enviar un mensaje, Node-Red empaqueta todo bajo
una etiqueta “d”, por lo que los mensajes tendran una apariencia como la indicada a continuacion.

{“d”:” {"codigo":"[codigo del sensor]","valor":"[]","topic":"treal"}"}

Pablo Esteban Villota Neira
Pagina 44



Universidad de Cuenca

Dicha caracteristica, debe considerarse para retirar este envolvente cuando el mensaje es
recibido. Finalmente, es importante mencionar que los mensajes de los sensores se
configuraron con el nivel de QoS mds bajo, puesto que la pérdida de uno de estos mensajes no
tiene una relevancia mayor (aunque esto podria depender de la aplicacion). Mientras que los
mensajes de comandos estdn configurados con el mayor nivel de QoS para asegurar su llegada
al receptor, puesto que la pérdida de uno de estos mensajes puede ocasionar problemas en el
funcionamiento del sistema.

4.4.Implementacion de la Estacion Prototipo

En esta seccion se detallaran todos los procesos que realiza la estacidon prototipo como la
integracién de la camara y los sensores, el desarrollo de los algoritmos de procesamiento de
imagenes y la forma en la que se transmite las imagenes y el video a través de MQTT. Todos
estos procesos estan integrados por una aplicacion en Node-Red de un solo flujo, la cual se
puede observar en la figura 19. El funcionamiento de sus nodos se explicara a lo largo de esta

seccion.

Nodos de Efecucion
——————— -

Rx Sensores

Temp/presion

Tx

TempCPU \

w
|
GPS ; |
CargaCPU |
_______ /
Formato de mensaje
\
Local Image @ — base64 — Data to send
|
Buffer Formato de mensaje

Procesamiento de imagenes

- - e o o s o e e e e o e e e e e e e e e emm e e G e G e e e e

|

| timestamp & — captura un cuadro - Local Image Data to send :
—— S e
| o T base64 |
\ |

Figura 19 Aplicacion Node-Red en la estacion prototipo

4.4.1. Integracion de la Web Cam

Para el control y uso de la web cam desde la aplicacion en Node-RED, se utiliza un nodo de
ejecucion (exec) que realiza una llamada a la aplicacién fswebcam. Dicha aplicaciéon tiene la
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capacidad de capturar fotografias y video especificando sus parametros en la misma linea de
comandos. En la Figura 20, se muestra el despliegue del nodo de ejecucién que realiza la
captura de una fotografia con una resolucidon de 544x280 pixeles y almacena el resultado en el
fichero ./imagen.jpg.

Configuracion

Edit exec node

B command  fswebcam -d /dev/video -r 544x280 /imagen.jpg
Nodo Exec

= Append

Use spawn() Instead of exec() ?

Captura una foto

® Name Captura una foto

Tip: spawn expects only one command word - and appended args to be
comma separated.

Ok Cancel

Figura 20 Nodo de ejecucion para la camara web

4.4.2. Procesamiento de Imagenes

El procesamiento de imagenes desarrollado en el presente trabajo de tesis, tiene como
objetivo identificar frutos en fotografias de plantaciones en campo abierto y obtener
informacidn estadistica de los mismos. Para cumplir con dicho objetivo, se emplearon los
procedimientos expuestos en el apartado 2.4. Durante esta etapa, con el objetivo de analizar
con mayor rapidez las diferentes variables involucradas en el procesamiento de las imagenes,
los experimentos se realizaron mediante una computadora de escritorio. En cuanto a los
experimentos con la estacidn prototipo, estos se presentaran posteriormente en el Capitulo 5.
Cabe indicar, que en este caso la cdmara utilizada para la adquisiciéon de las imagenes, sobre
las cuales se probaron los algoritmos, es ligeramente superior a la usada en la estacion.
Adicionalmente, también se emplearon fotografias obtenidas de bancos de imagenes libres y
disponibles en [67], juntando en total un conjunto de diez fotografias con frutos rojos.

Para el caso del procesamiento de imagenes basado en GMM con EM, en primera instancia se
experimento el ajuste del modelo usando tres tipos de espacios de color, RGB, HSV y LAB. Para
estos experimentos se utilizd una cantidad de 5 clusters, cantidad escogida sin ningun criterio
previo.

En cuanto a la imagen seleccionada para ajustar el modelo, se empled una fotografia con una
resolucidn de 480 x 380 pixeles, la misma que se presenta en la Figura 21.
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Figura 21 Imagen de muestra empleada para el ajuste del modelo mediante el esquema GMM

En la Figura 22(a), (b) y (c), se muestran los resultados obtenidos de la segmentacién

B e ]

empleando 5 clusters, para los espacios de color, RGB, HSV y LAB respectivamente.

Pixeles aislados

Pixeles aislados
&

L E
E N
g ks S
> s e
- - »y mg_. g
: - s 3
po B % - @ O
Frutos con vegetacion a P L i __&u i - R4
circundate Lotes de vegetacion /% o
a E : N
. |® . o

Mala segmentacion
(Regiones de interés borradas)

circundate

Frutos con vegetacion

(c)

Figura 22 Resultados de la segmentacion empleando el modelo GMM, con 5 clusters y tres tipos de espacios de
color. (a) RGB. (b) HSV. (c) LAB

De estos experimentos se puede concluir que los resultados en RGB y LAB son bastante

parecidos, y muy eficientes para la tarea de segmentacion, mientras que el resultado en HSV
dista mucho de los elementos que debieron ser detectados como frutos.
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En tal sentido, en un intento de proveer al modelo informacion no solo de cada pixel, si no de
lo que sucede en su contexto, se realizd dos experimentos adicionales, en los que ademas de la
informacidn provista por los tres canales del espacio de color, se aifiadid otras tres dimensiones
al modelo GMM. En el primero de estos experimentos estas dimensiones fueron el promedio
de los canales de los espacios de color de los pixeles circundantes. En el segundo experimento
en lugar de hacerlo con el promedio, se afiadié informacion de la varianza de los pixeles
circundantes. Los resultados obtenidos de estos experimentos se muestran en la Figura 23 y 23
(b) respectivamente.

Aumento de \ ‘Aumento de /
g e ? pixeles alslados pixela§ aislados
-~ A =
@-a / IR
."' & ° ‘u b Y
v g . s 9 ' ¢ ) "’
o ™ @ 13 °|E
- S » . N A,
- ’ - & @ &
. N ’ e
‘ w " : . Partes de frutos” @ - * o
. - L . borradas ¢ X °
(@) . ¢ )

Figura 23 Resultados de la segmentacion incluyendo informacion adicional en el modelo GMM. (a) Promediado
de pixeles. (b) Varianza de pixeles

Como se puede apreciar en la Figura 23 (a), para el caso del experimento usando el promedio
de los pixeles, se observa que, si bien la segmentacién es buena, no mejora los resultados
obtenidos al emplear solo los canales de color. Ademds, de que se afiade una considerable
cantidad de pixeles aislados. En cuanto a los resultados del segundo experimento indicados en
la Figura 23 (b),
descartados.

la segmentacién se torna muy deficiente. Estos dos modelos fueron

Hasta el momento se cuenta dos modelos candidatos, sin embargo, al analizar nuevamente los
resultados de las Figuras 22(a) y 22 (c) correspondiente a los modelos en RGB y LAB con 5
clusters se detectan problemas semejantes. Es decir, en estos modelos los frutos aparecen
rodeados de pixeles que no les pertenecen y que posiblemente estdn ahi por reflectancia de
las hojas que los rodean. Ademas, existen ciertos pixeles aislados que no deberian ser parte del
cluster de frutos. Estos problemas podrian deberse a que no se han creado la suficiente
cantidad de clusters para separar a estos pixeles. Por consiguiente, se procedié a emplear el
criterio BIC para estimar la cantidad de clusters adecuada que deberian utilizarse para estos
modelos. En la Figura 24(a) y 24 (b), se presentan los resultados de aplicar el criterio BIC para
los modelos en RGB y LAB respectivamente.
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4075000
4050000 3600000
Primer minimo local
4025000
3550000 ini
4000000 Minimo general
9 Y
@ 3975000 @
) . 3500000
Primer minimo local
3950000
3925000 l 3450000
3900000
2.5 5.0 75 10.0 125 150 175 20.0 25 50 75 100 125 150 17.5 20.0
Clusters Clusters
(a) (b)

Figura 24 Resultados del criterio BIC para estimar el nimero de clusters. (a) RGB. (b) LAB

Como se puede apreciar, para el caso del espacio RGB, el primer minimo local se encuentra en

15 clusters y el minimo de todos los modelos analizados en 18 clusters con un valor muy

parecido al modelo de 15 clusters, por lo que se lo descartara a este ultimo. En el espacio LAB

se tiene un primer minimo local en el modelo de 11 clusters y un minimo general en el modelo

de 18 clusters con un valor de BIC considerablemente menor.

A continuacidn, se realizaron experimentos con estos 3 modelos considerados y sus resultados

se exponen en las Figuras 25(a), 25(b) y 25(c) respectivamente.

L .i. @« 'i Frutos con muy pocos
. " pixeles circundantes
‘ - - é - ) 3 R )
T e s Y e ' 'A/ (4E-
] " ‘ ] . Py - ‘ ‘ [ 3 R Py
A . [ 3
v ’ =~ - ) >
- > » a . P » &
- Pixeles aislados - L N T e
Pixeles aislados @
(a) ‘ (b)
Partes de frutos
™ f borradas
2 e = -
" Iadhd ¥a
- i - L] ®
S L3
h | -’
’ » &
® - -
L J
(c)

Figura 25 Resultados de la segmentacion. (a) RGB, 15 clusters. (b) LAB 11 clusters. (c) LAB 18 clusters
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De estos tres modelos, se observa que el modelo en espacio LAB con 11 clusters, Figura 25 (b),
se ajusta mejor a los resultados esperados, puesto que tiene menor cantidad de pixeles no-
frutos que rodean a los frutos (como sucede en el modelo RGB de 15 clusters) y no elimina
pixeles pertenecientes a los frutos (como sucede en el modelo LAB de 18 clusters, lo cual
podria indicar un sobre ajuste del modelo). Este modelo también tiene la ventaja de que
requiere el menor numero de clusters de los tres analizados, lo cual lo es una caracteristica

deseada en términos de carga de procesamiento. Una ultima ventaja de este modelo es que al

encontrarse en espacio LAB serd mdas inmune a cambios de luz en el ambiente.

A partir de los experimentos y los resultados obtenidos, se empleara el modelo LAB con 11
clusters para realizar la segmentacion. En cuanto, a los inconvenientes que aun se observan,
como pequeiios pixeles aislados y puentes entre algunos frutos, se requiere un tratamiento
adicional para eliminarlos. Especificamente, para eliminar estos pixeles se realizd una
operacién de closing sobre la imagen binaria empleando un elemento estructural con forma de
disco de radio 3 pixeles. En la Figura 26, se muestran una comparacion de los resultados antes
y después de la operacion de closing.

o "“’ . .‘
‘. = --i. « F . . . . o. .e®.
‘ ‘- . - e -9 ‘ .c cr.
N [ 34
y = - *
- ) [ & & . Py
- " . . - - - .
(a) (b)

Figura 26 Imagen binaria. (a) Antes de la operacion closing. (b) Después de la operacion closing

Como se puede apreciar, los resultados son satisfactorios. Un efecto secundario de la
operacion closing, con el elemento estructural escogido, es el pulido de las manchas en formas
mas redondas, lo cual no aporta mayor problema. Otro inconveniente que tiene la aplicacién
de esta operacion es el hecho de que puede eliminar frutos que tengan un tamafio similar al
elemento estructural, provocando que inevitablemente los frutos muy pequefios no sean
detectados.

Por ultimo, se realizd un encuadre de los elementos ubicados para poder identificarlos con
mayor claridad en su contexto. Los resultados de aplicar dicha operacidon se muestran en la

Figura 27:
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Figura 27 Imagen de muestra con elementos ubicados

A continuacion, mediante un script implementado en Python se obtuvieron las estadisticas de
los objetos encontrados en esta imagen. En la Figura 28, se presenta los resultados obtenidos

HUHEHEHREPORTE DE ESTADISTICASH#H#H

Nimero de manchas: 26

Nimero estimado de frutos: 28

Color promedio de los frutos(BGR): [ 93 93 131]
Tamano objeto minimo(pixeles): 21

Tamano objeto maximo(pixeles): 340

Tamano objeto promedio(pixeles): 109
HHUEHBHBHBHBHBHBHBHBH AR BB HBH AR AR

Figura 28 Estadisticas de la imagen de muestra

Los resultados obtenidos luego de la secuencia de experimentos desarrollados, son
satisfactorios. En particular, se han encontrado practicamente la totalidad de los frutos que se
pueden detectar con la vision humana. Ademas, se destaca que no ha sido seleccionada
ninguna zona que no corresponda a un fruto, por lo que ahora se puede actualizar el marco de
trabajo por uno mas especifico, modificando en este caso el primer y quinto bloque, que sera
usado para la prediccion de las imagenes que validaran el modelo. Este marco de trabajo
actualizado se muestra en la Figura 29. En cuanto a la implementaciéon en cédigo, en el
Apéndice H, se presenta el script desarrollado en Python.

Conversion || Clustering Ubicacion del Generacién de Closing
al espacio LAB ™ cluster de frutos| "] imagen binarial |
' e @ o - ‘e
a a & - & aQ &
A+B

Etiquetado de
«| Componentes

Estadisticas de Encuadre de| |Conteo de

. - —| -
la Imagen objetos objetos conectados
i .

Figura 29 Marco de trabajo actualizado, incluyendo el espacio de color LAB y la operacion closing
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Por otra parte, para verificar si el modelo definido, servird para segmentar otras imagenes
diferentes a la empleada para el ajuste, es necesario realizar una tarea de validacién, probando
dicho modelo con imagenes distintas, pero dentro del mismo contexto, es decir mismos frutos,
fondo similar y niveles similares de iluminacion.

Para llevar a cabo dicha validacidon, se utilizd6 dos imagenes tomadas cerca de la ubicacién
donde fue capturada la imagen empleada en la etapa de ajuste, asegurando de esta forma,
que tendrdn el mismo contexto. Ademas, se incluyeron dos imdgenes adicionales en contextos
distintos, esto con el objetivo de forzar las capacidades del modelo. Estas imagenes se
muestran en la Figura 30.

Figura 30 Imagenes empleadas para la validacion del modelo. (a) y (b) Contexto similar. (c) y (d) Contexto distinto

La Figura 30(a) y la Figura 30(b) muestran las dos imagenes en un contexto similar a la imagen
de ajuste. En particular, los frutos son los mismos (manzanas) y la vegetacién e iluminacion son
similares. Por otra parte, en la Figura 30(c), se muestra una imagen con otros frutos (tomate de
arbol) y diferente nivel de iluminacién y vegetacién. Sin embargo, los frutos son de un color
semejante a los frutos de la imagen de ajuste. Finalmente, la Figura 30(d), de igual forma
consiste en una imagen en otro contexto, con frutos diferentes (tomates) y con un color
semejante a los frutos de la imagen de ajuste aunque con un mayor brillo. Al ejecutar el
procesamiento indicado por el marco de trabajo desarrollado (Figura 29), se obtienen los
resultados mostrados en la Figura 31.

La Figura 31(a), muestra excelentes resultados puesto que han sido localizados casi la totalidad
de los frutos, sin contabilizar ningun falso positivo. En la Figura 31(b), se han localizado todos
los frutos, pero también cuenta con algunos falsos positivos que deberan tomarse en cuenta al
probar la estacidon en el campo. La Figura 31(c), aunque esta en otro contexto ha localizado
casi todos los frutos presentes, pero el nimero de falsos positivos también es considerable.
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Finalmente, la Figura 31(d), aun pese a estar en otro contexto, muestra un gran nimero de
elementos ubicados, sin contabilizar falsos positivos.

HEBHHAAREPORTE DE ESTADISTICAS#H#EZZH
umero de manchas: 15
BENUmero estimado de frutos: 17
BColor promedio de los frutos(BGR): [ 79 83 122
amafno objeto minimo(pixeles): 46
amafno objeto maximo(pixeles): 346
amano objeto promedio(pixeles): 143
BRBHRBBRBRRNBRERAR BB ERBURRERBRBRBRRY

RUH##H#HREPORTE DE ESTADISTICAS#H#####
NGmero de manchas: 24
NUmero estimado de frutos: 24
olor promedio de los frutos(BGR): [106 108 137]
Tamano objeto minimo(pixeles): 21
amano objeto maximo(pixeles): 196
Tamafio objeto promedio(pixeles): 96
BHEBHHBRBHHHRRBBHHRBBBARRRBRBURBRRT b
#######REPORTE DE ESTADISTICAS#H###IHH
‘NOmero de manchas: 19
Nimero estimado de frutos: 19
< Color promedio de los frutos(BGR): [139 150 166
\U Tamano objeto minimo(pixeles): 21
AN cTamano objeto maximo(pixeles): 1804
I M Tamano objeto promedio(pixeles): 468
fiR2:2:8:2:0:8:81818:8:8:8:8181818:8:8:8:81313:8:8:8:81818:8:8:8:5:5:4 c
'\ RUHHH##H#REPORTE DE ESTADISTICASH#####
R INGmero de manchas: 26
B ANOmero estimado de frutos: 35
@ Color promedio de los frutos(BGR): [ 82 109 192
i _iTamafio objeto minimo(pixeles): 21
sMiTamano objeto maximo(pixeles): 556
iTamano objeto promedio(pixeles): 146
CHURUBRBBUUBRBBABRBRBHRARRBRBRRBRBRGH d

Figura 31 Imagenes de validacion procesadas. (a) y (b) Contexto similar. (c) y (d) Contexto distinto

Los resultados obtenidos luego de la validacidon del modelo son muy satisfactorios por lo que
se podra utilizar este esquema de visidn artificial en campo, cuyos resultados se mostraran en
el Capitulo 5.

Para el caso del marco de trabajo basado en Thresholding el procedimiento fue bastante
sencillo, en primera instancia se decidio crear un umbral que abarque el drea total de todos los
frutos de las imagenes del conjunto usado. En cuanto a las operaciones morfoldgicas se
decidio usar solamente la operacidn de closing con un disco de radio igual a 3 pixeles, como
elemento estructural. Los valores de umbral usado en este algoritmo se especifican en la Tabla
8, mientras que los resultados de este algoritmo con un Thresholding amplio, se muestran en
la Figura 32.
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Tabla 8 Valores de Thresholding amplio

Valores HSV de Umbral Thresholding Amplio
Canal Minimo Maximo
HUE -100° 60°
Saturation | 35 255

Value 70 255

NUimero de manchas: 43
NUimero estimado de frutos: 74

“Color promedio de los frutos(BGR): [102 122 134]
" Tamano objeto minimo(pixeles): 5
* Tamano objeto maximo(pixeles): 914

Tamano objeto promedio(pixeles): 183

£:2:8:3:3:2:518:3:2:2:2:2:8:2:3:2:2:3:8:2:2:8:3:3:2:2:8:3.3:2:8:8.3:2.4 E

#U#H#HH#HREPORTE DE ESTADISTICAS####t##
NUmero de manchas: 67
NUmero estimado de frutos: 236
Color promedio de los frutos(BGR): [126 151 165]
|Tamano objeto minimo(pixeles): 5
yTamafo objeto maximo(pixeles): 10476
|Tamano objeto promedio(pixeles): 380

fk#######REPORTE DE ESTADISTICAS###n##t

L INGmero de manchas: 150

Nimero estimado de frutos: 436

Color promedio de los frutos(BGR): [ 84 99 106]
Tamano objeto minimo(pixeles): 4

Tamano objeto maximo(pixeles): 14070

Tamano objeto promedio(pixeles): 281

i3:3:3:2:2: 3000203 30 3:2:2: 3021213181 3:2:2:3:313:3:3:3:2:2:3:3:3:3:2:4

Figura 32 Resultados obtenidos con un Thresholding amplio en varias imagenes.

En la Figura 32(a) el resultado es muy bueno puesto que se han encuadrado todos los frutos
presentes en la imagen y la cantidad de falsos positivos es baja. Por otro lado en la Figura 32(b)
y en la Figura 32 (c) la cantidad de falsos positivos es significativa, motivo por el cual no se
realizaron mas pruebas y se decidié descartar este modelo.

A continuacién, se realizd otro experimento con un umbral mas reducido descartando matices
rojizos tenues para asi reducir la cantidad de falsos positivos. Los valores de umbral en este
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algoritmo de Thresholding reducido se muestran en la Tabla 9 y los resultados obtenidos se
presentan en la Figura 33:

Tabla 9 Valores Thresholding reducido

Valores HSV de umbral thresholding reducido
Canal Minimo Maximo

HUE -80° 20°
Saturation | 65 255

Value 70 255

S HAHRHAHREPORTE DE ESTADISTICASH#####

M NUmero de manchas: 18

P8 Nimero estimado de frutos: 20

& ®= Color promedio de los frutos(BGR): [ 98 113 145]
‘Tamano objeto minimo(pixeles): 8

" Tamano objeto maximo(pixeles): 364

Tamano objeto promedio(pixeles): 87
fi2:2:2:2:3:3:2:2:2:2: 2530302818181 3:3:3:3:3:8:2:8:2:3:3:8:218:3:3:34] E

HHHHHHHBREPORTE DE ESTADISTICAS#H#####
. NUmero de manchas: 18
NUumero estimado de frutos: 20
"“Color promedio de los frutos(BGR): [ 98 113 145]
' Tamano objeto minimo(pixeles): 8
‘Tamano objeto maximo(pixeles): 364
W " Tamano objeto promedio(pixeles): 87
HRHHHH BB R B AR BB UBBERR BB BB HBRERB G b

& :_«I; HERHHAHREPORTE DE ESTADISTICASH##HHH
BiNimero de manchas: 43
NUumero estimado de frutos: 53
Color promedio de los frutos(BGR): [ 72 76 106]
Tamano objeto minimo(pixeles): 5
Tamano objeto maximo(pixeles): 483
Tamano objeto promedio(pixeles): 98
RUBBRAURARBBRURBRBRBR AU RBRABRERRRUR

R #RHAHAHREPORTE DE ESTADISTICASHEH#HH

Numero de manchas: 49

@INUmero estimado de frutos: 70

@Color promedio de los frutos(BGR): [ 81 108 173]

B8l Tamafio objeto minimo(pixeles): 4
i Tamano objeto maximo(pixeles): 630
Tamano objeto promedio(pixeles): 117

R S e s d

Figura 33 Resultados obtenidos mediante Thresholding reducido en varias imagenes.
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Los resultados con este algoritmo con un umbral reducido muestran una gran reduccién en la
cantidad de falsos positivos, aunque aun existe una considerable cantidad de ramas que son
contadas como frutos tal como se observa en las Figuras 33(b) y 33(d). Otro problema que
tiene este modelo se lo puede observar realizando un acercamiento a la Figura 33(b) y
extrayendo la parte segmentada como se lo observa en la Figura 34. Como se puede apreciar,
una gran parte del fruto no ha sido segmentada, lo cual podria ocasionar que ciertos frutos no
sean detectados en determinadas fotografias.

Figura 34 Acercamiento Figura 21(b) con extraccién de segmentacion

Pese a estos problemas, al tener en cuenta las ventajas de bajo coste de procesamiento de
este algoritmo, los resultados son satisfactorios y podria ser considerado en la implementacion
de la estacion. El cédigo fuente del script en Python que se utilizé para esta segmentacién se
encuentra en el Apéndice G.

4.4.3. Transmision de Imagenes y Video en Tiempo Real

La transmisiéon de video en tiempo real a través del protocolo MQTT esta fuertemente limitada
por el maximo tamafio de los paquetes que admite el broker utilizado, que en este caso es de
128kB, dificultando el envio de los segmentos de video. Ademas, el hecho de que MQTT sea un
protocolo asincrono afade retraso al video transmitido. Pese a estas restricciones se
implementd un algoritmo basico para la transmision de video mediante MQTT.

De manera general este algoritmo al recibir una sefial de la aplicacidon web, captura un frame a
la vez, para luego enviarlo por MQTT a la nube de IBM. Para esto, en primer lugar, se utilizé
una cantidad muy baja de cuadros por segundo, siendo esta de 1 fps. Luego se configuré el
tamafio de los cuadros en 272x140 usando el formato jpg. Posteriormente, se realizd una
verificacidn del tamafio de los cuadros, esto es muy importante puesto que cuando se intenta
enviar un mensaje mayor a 128kB, el nodo de envio de mensajes MQTT se colapsa,
incrementando el retraso en la transmision de video y ocasionando problemas en el sistema en
general, ya que todos los mensajes se envian por el mismo nodo.

Una vez capturada la fotografia es necesario guardarla en un buffer, convertirla a base 64 y
finalmente colocar el encabezado con el cddigo correspondiente. Se configurd el QoS en su
nivel mas bajo, ya que, al tratarse de video en vivo, los cuadros que lleguen con desorden no
son de utilidad. El diagrama de flujo correspondiente a la programacion indicada, se presenta

en la Figura 35.
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Figura 35 Diagrama de flujo en Node-Red, para la transmision de video

En cuanto a la transmisién de imagenes, el procedimiento es muy similar al del video, con la
diferencia de que no se espera una sefial desde la aplicacion web para iniciar su
funcionamiento. En este caso se realizé la configuracién para la captura automatica de una
fotografia al dia, la misma que posteriormente es procesada para la detecciéon de frutos y
obtencidn de las estadisticas. Luego de esto se procede de igual manera que en la transmision
de video, tal como se muestra en la Figura 36.

Buffer Formato de mensaje

timestamp U —  captura un cuado ) ey e B~ & Datatosend ( — JNNGVENE E:g
) ) . 3
- ®

D G

N deteccion

Figura 36 Diagrama de flujo en Node-red para la transmision de imagenes

4.4.4. Funcionamiento de los Sensores

Ademas de los sensores indicados en el apartado 4.1.3, (Temperatura, presidn, corriente,
indice UV y GPS), se incluyeron las lecturas de dos sensores internos de la Raspberry Pi, la
temperatura del procesador y la carga del procesador. Esto se realizé con la finalidad de
verificar el estado de la plataforma durante el funcionamiento de la estacién.

Todos los sensores funcionaran de manera similar, esto es, cuando se reciba un mensaje desde
la IBM Cloud destinado a prender o apagar un sensor, la aplicacion en Node-Red evaluara el
mensaje leyendo el campo “codigo” y los asignard al nodo de ejecucién del sensor que
corresponda para encenderlo o apagarlo segln el campo “valor” lo indique. Si el mensaje es de
apagado (false) se envia una sefial kill al script que controla al sensor para detener su
ejecucion. Si, por el contrario, el mensaje es de encendido (true), el nodo de ejecucién en
Node-Red dara inicio a un script en Python o Bash. Dicho script tiene como finalidad realizar la
lectura del sensor, escribir dicha lectura en un archivo de texto y finalmente conformar un
mensaje JSON para que posteriormente sea enviado a la aplicacion web para su visualizacién.

Este funcionamiento se lo puede observar analizando el flujo de Node-Red presentado en la
Figura 37 y en el diagrama de flujo presentado en la Figura 38.
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Figura 37 Flujo Node-Red para el funcionamiento de los sensores
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la aplicacion web
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Figura 38 Diagrama de flujo correspondiente al funcionamiento de los sensores
La instalacién de las librerias de los sensores de adquisicion de datos y geo-localizacidn, asi

como algunos detalles necesarios para su funcionamiento e implementacion los scripts se
presentan en el Apéndice E.

4.5.Implementacion de la Aplicacion Web

En la presente seccidn se detallara el funcionamiento de la aplicacion web, con una explicacion
de los nodos usados en la programacion y mostrando el disefio y configuracion de la interfaz

grafica.

4.5.1. Programacion de la Aplicacion
La programacion en Node-Red de la aplicacién web se la realizd en dos flujos, uno destinado a
la presentacion de los datos provenientes de la estacidn y otro que contiene los controles que
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envian comandos a la estacién para realizar peticiones de datos a los sensores. El flujo de
peticién de datos se muestra en la Figura 39.

Este flujo se encarga en primer lugar de recibir los datos de los sensores, la camara y las
estadisticas resultado del procesamiento de imagenes. Luego, mediante un nodo de funcidn se
asigna cada uno de estos datos, a los cuadros de visualizacién que correspondan. Estos
cuadros de visualizacién para el caso de los datos de los sensores se tratan de graficos
cartesianos. Para el mapa es una plantilla web que muestra un mapa proveniente de
OpenStreetMap. Para el caso de las imagenes y video son plantillas web capaces de visualizar
imagenes y para las estadisticas son cuadros de texto. Ademas de esto, se cuenta con el nodo
del botdn borrar que permite limpiar los graficos en los cuadros de datos de los sensores.
Finalmente, la regién con el comentario “Despliegue del Mapa en Dashboard” realiza la
configuracion de la plantilla web en la que se visualiza el mapa.

Presentacion de Datos Controles ]

Datos de Sensores

Borrar 2
-\

7

Recepcion de datos Identificador de codigo Corriente

\

- =t Quitar {d} Temperatura[°C]
B connecied ‘L -l\ Presion
Asignacion _\ll\ W
- t temp CPU
Carga CPU
Despliegue del Mapa en Dashboard Ubicar (= Mapa Mapa
inject * i templaie e <>
Imagen y video

<>

Estadisticas

-/— Numero de manchas

— Namero de frutos

split
-%\ Color Promedio(BGR)

- — Objeto minimo(pixeles)
Asigna cada estadistica a su cuadro ||
N~ Objeto maximo(pixeles)

Objeto promedio(pixeles)

Figura 39 Flujo en Node-Red para la Presentacion de Datos

El flujo de los Controles se muestra en la Figura 40. En este flujo se implementa los
interruptores que permiten activar/desactivar los sensores, el botén que envia una peticién al
GPS para ubicar la estacién, asi como el interruptor que activa/desactiva la transmision de
video. Todos estos nodos se encuentran conectados a un nodo wiotp out que envia esta
informacidn a la estacién mediante el protocolo MQTT.
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Ubicar
Peticion Video

Mostrar Video

Figura 40 Flujo de Controles implementado en Node-Red

4.5.2. Configuracion y Diseiio de la Interfaz Grafica

Para poder crear la interfaz grafica de la aplicacion web es necesario instalar la libreria node-
red-dashboard. Dicha libreria, provee de un conjunto de nodos para implementar un panel de
control dentro de una pagina web. El URL por defecto de la pagina es [URL del editor Node-
RED]/ui. Para el caso de tener multiples pestafias sus URLs serdn [URL del editor Node-
RED]/ui/#!/n donde n=0,1,2... es el nimero de pestafa.

La configuracion de la interfaz grafica se la realiza sobre la pestafia dashboard, ubicada en el
panel derecho del editor. Aqui se pueden crear pestaifas que aparecerdn en el menu de la
interfaz. Ademas, la informacién de cada pestaiia puede ser organizada en grupos y se puede
modificar el tamafio y la disposicion de cada uno de los elementos. En la Figura 41 se muestra
las pestaias creadas con sus respectivos grupos.

Ll dashboard

Layout Site Theme £

Tabs & Links s | [ link
« ] Panel de sensores
» B Panel de Control
> B Datos Estacién
» B Datos Ambientales
~ & Imagen y Video
» E Estadisticas
» B Cam
~ & Mapa

> B Imagen

Figura 41 Panel de configuracion dashboard

Se crearon tres pestafias, una para mostrar un panel con los datos provenientes de los
sensores en la estacidn, otro para mostrar las imagenes provenientes de la camara en la
estacion y la ultima para mostrar la ubicacién de la estacién en un mapa con la informacién del
GPS emplazado en la estacion.
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En la Figura 42, se muestra el disefio de la pestafia del panel de sensores. En la Figura 43 se
observa el disefio de la pestafia de imagen y video y en la Figura 44 se muestra la pestaia para

la visualizacion del mapa.

= Panel de sensores

Panel de Control Datos Estacion Datos Ambientales
BORRAR DATOS Temperatura CPU [°C] Temperatura[°C]
2 i
Corriente o s
185
3
Temp/Presion @ "
2
Indice UV D 1
% T
Temperatura CPU O zen e 2en 2ea 224557 224510 224520 224530 224540 224550 224800
Carga CPU [ Carga CPU[%] uv
0028
0028
0024
1
00
o o
24513 24523 245R 245K 24800 24510 24520 2450 24540 22455
Corriente[mA] Presion [hPa]
O res 7
80
7845
%0
54
340
35
/\/_\ =
24528 24538 24EE 240 2451 4 2454 4600

Figura 42 Pestafia Panel de sensores

= Imagen y Video

Estadisticas ~ Cam

NUlmero de manchas 31

Numero de frutos 35

Color Promedio(BGR) [ 8587 119]

Objeto minimo(pixeles) 21

Objeto maximo(pixeles) 518

Objeto promedio(pixeles) 145

Mostrar Video ‘

Figura 43 Pestafia Imagen y Video
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Figura 44 Pestaiia para la visualizacion del Mapa

La pestafia del panel de sensores tiene tres grupos: el panel de control, los datos de la estacién
y los datos ambientales. El panel de control tiene la funcidén de activar o desactivar los
sensores, ademas de borrar los datos mostrados en los cuadros de los sensores. Los datos de la
estacion muestran los datos provenientes de los sensores de corriente, temperatura del
procesador y carga del procesador. El grupo de datos ambientales muestra los datos
provenientes de los sensores de temperatura, indice UV y presion atmosférica.

La pestafia Imagen y Video contiene dos grupos, Estadisticas y cdmara (Cam). El grupo de
estadisticas contiene los datos estadisticos provenientes del procesamiento de imagenes de
campos frutales. Dichas estadisticas consisten en el nimero de manchas, el nimero estimado
de frutos, el color promedio, y las dimensiones de los objetos con los valores minimo,
promedio y maximo, especificados en pixeles. El grupo cdmara, contiene la imagen procesada
con un encuadre de los frutos detectados, un control para activar/desactivar la transmisidn de
video y un cuadro que muestra el video transmitido en tiempo real.

La pestafia mapa muestra un solo grupo que contiene una plantilla que muestra un mapa y un
botdn que realiza una peticidn al sensor de geo-localizacidon para mostrar la ubicacion de la
estacion en el mapa.

4.6.Conclusiones

En este capitulo se expusieron todos los detalles respecto a la implementacidn de la estacion y
la aplicacién web, comenzando con una descripcion del hardware y el software utilizado junto
con las configuraciones necesarias para la comunicacidn entre los dos extremos del sistema,
para posteriormente desarrollar dos algoritmos de procesamiento de imagenes para el
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problema objetivo de la tesis. Por ultimo, se detalld la programacion tanto de la estacion como
de la aplicacién web.
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5. EVALUACION Y PRUEBAS EXPERIMENTALES

5.1.Introduccion

En el presente capitulo se mostraran los resultados de las pruebas realizadas empleando la
estacidn prototipo. Estas pruebas consisten en el procesamiento de imagenes capturadas con
la cdmara web de la estacidn y la transmisién de los datos de los sensores y video a través de
Internet con el protocolo MQTT. Ademads, se caracterizard el consumo energético de la
estacion considerando las diferentes funcionalidades disponibles.

5.2.Escenarios de Pruebas

Para las pruebas de procesamiento de imagenes se capturaron fotografias con la cdmara web
instalada en la estacién. Dicha cdmara permite capturar imagenes con una calidad ligeramente
menor a la empleada para el desarrollo de los algoritmos en el Capitulo 4. En este caso, las
fotografias tienen un tamafio de 544x288 pixeles y fueron tomadas en la granja “El Romeral”,
propiedad de la Universidad de Cuenca, ubicada en el kildmetro 10 de la via Paute-
Guachapala, que cuenta con gran cantidad de plantaciones frutales y de hortalizas. Las
fotografias fueron tomadas a las tres de la tarde con un cielo parcialmente nublado, datos
importantes para tener una idea de la iluminacidn presente en ese instante. Se decidié
restringir las fotografias a un solo tipo de frutos que fueron manzanas, por tratarse de un fruto
que resalta del fondo en el que se encuentra y que al momento de tomarse las fotografias
estaban en etapa de cosecha por lo cual eran ademas bastante abundantes.

La transmisién de los datos de los sensores y la cdmara no se la realizé en el mismo sitio por
dificultades del acceso a Internet. Estas pruebas se las realizé en un ambiente controlado con
la estacién conectada a Internet mediante Wifi usando la bateria de la misma estacion como
fuente de energia.

5.3.Procesamiento y Analisis de Imagenes

Para el procesamiento de las imagenes capturadas se usé tanto el algoritmo de Thresholding
reducido como el algoritmo de GMM con EM. En primer lugar, se expondran los resultados con
el uso del algoritmo de Thresholding reducido. Este algoritmo es casi idéntico al desarrollado
en el Capitulo 4, con la Unica diferencia que el elemento estructural utilizado para la operacidn
de closing es un disco de radio 2 pixeles en lugar de 3. Los resultados obtenidos se detallan en
la Figura 45.

En general los resultados son buenos puesto que la mayoria de los frutos han sido detectados,
sin embargo en la Figura 45(b) y 45(d) se observan ramas o lotes de suelo que han sido
identificadas como frutos, y en la Figura 45(e) existen ciertos frutos con coloracion mas tenue

que no han sido detectados.

Ademas de esto, si se realiza un acercamiento a ciertas zonas de las imdagenes extrayendo la
parte segmentada como frutos, tal como se lo observa en la Figura 46, se aprecia que no toda
el area de los frutos ha sido segmentada, evitando una correcta extraccion de las
caracteristicas de los frutos. Aun asi, se recalca que este algoritmo tiene la ventaja de un bajo
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coste de procesamiento, notdndose que el tiempo en procesar cada imagen en la Raspberry Pi

fue de aproximadamente 30 segundos.

BERAHHHREPORTE DE ESTADISTICAS#HE#H#H#H
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& Tamano objeto maximo(pixeles): 120
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NUmero de manchas: 47
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Figura 45 Resultados de deteccion de frutos con Thresholding reducido en varias imagenes
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Figura 46 Acercamiento con segmentacion extraida

En cuanto al algoritmo de GMM con EM, se aplicé la misma solucidon de desarrollada en el
capitulo anterior, es decir con 11 clusters para la segmentacion, aunque reduciendo en este
caso el elemento estructural de la operacidn closing a un disco de radio 2 pixeles.

Se aplicé el esquema clasico para el uso de estos modelos, en el cual se realiza el ajuste con
una imagen de prueba para posteriormente usarlo con todas las demds fotografias. No
obstante, se presentd la dificultad de encontrar una imagen que dé buenos resultados para la
deteccién de frutos en el resto de fotografias, tal como se lo observa en la Figura 47, en la cual
se ven 2 imagenes de ajuste junto a 2 imdgenes de prueba con resultados muy deficientes
puesto que se pueden observar lotes de cielo y suelo identificados como frutos.

Imagen de Imagen de

Figura 47 Resultados fallidos de GMM con EM
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Finalmente, se realizd un experimento usando la Figura 48 como imagen de ajuste
obteniéndose en este caso buenos resultados, los cuales se los puede observar en la Figura 49.
Dichos resultados, son mejores a los obtenidos con el algoritmo de Thresholding puesto que se
observa menor cantidad de falsos positivos junto con una mejor segmentacion. Sin embargo,
el coste de procesamiento es mucho mas alto, teniendo un tiempo de aproximadamente 21
minutos en procesar una imagen en la Raspberry Pi.

Figura 48 Imagen de ajuste seleccionada para la segmentacion con el modelo GMM-EM
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Figura 49 Resultados de deteccién de frutos con GMM mediante EM en varias imagenes

5.4.Transmision de Datos de Sensores y Video

Para probar la efectividad de la transmisidn de mensajes, mediante el protocolo MQTT, se

disefd un experimento que simula el envio simultaneo de datos desde seis nodos en intervalos

de 30 segundos, empleando el nivel mas bajo de QoS. El experimento se desarrollé hasta

completar 100 mensajes por nodo, es decir un total de 600 mensajes en toda la simulacion.

Del lado del receptor en la aplicacion web, se implementd un contador de mensajes. En la

Figura 50 se muestra la programacion realizada en Node-Red para dicha simulacién.

TX RX

Sensor 1

timestamp q'— iterador ' ) N counter
— L

Sensor 2 \
Sensor 3 l
/ I~ Sensor 4 —/
|

Sensor 5

Sensor 6

Recepcién de datos

Figura 50 Simulacién de transmision de datos de sensores
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Aunque el nivel mds bajo de QoS en MQTT no garantiza la transmisidon de los mensajes, al
terminar la simulacién se obtuvo que la totalidad de los mensajes fueron recibidos con éxito, lo
cual prueba la efectividad de este protocolo y de la plataforma loT de IBM como broker MQTT.
En la Figura 51 se muestra el panel debug con los ultimos mensajes que llegaron en la
simulacién.

iF debug 1

Figura 51 Panel debug con los resultados de la simulacién

En cuanto a la transmisién de video, pese a las limitaciones del protocolo MQTT analizadas en
el apartado 4.4.3, durante los experimentos se consiguié una transmisién de video
satisfactoria, con retrasos no muy marcados de entre 1 a 4 segundos. Dicho retardo,
consideramos resulta admisible para la funcionalidad de video vigilancia que se desea incluir
en la estacion prototipo.

5.5. Caracterizacion del Consumo Energético

Mediante el uso del sensor de corriente, se realizaron experimentos para caracterizar el
consumo de energia que demanda la estacidn prototipo, segin la funcionalidad que se
encuentre activa. Con tal objetivo, se realizé un muestreo de la corriente cada 5 segundos,
durante distintos intervalos de tiempo. Finalmente, los resultados de dichos intervalos fueron
promediados para obtener una estimacion. En primer lugar, se midid la corriente que consume
la estacién al ejecutar Unicamente la aplicacién de Node-Red, sin ningln proceso extra durante
15 minutos. A continuacion, se activaron todos los sensores incluyendo los sensores internos
de la Raspberry Pi (temperatura y carga de la CPU) y tomando mediciones durante 15 minutos.
Posteriormente, se obtuvieron las mediciones de corriente al realizar peticiones de ubicacidon
con el GPS cada 5 segundos, de igual forma durante 15 minutos. En cuanto al consumo de
corriente durante el procesamiento de imagenes se midié este parametro durante los 22
minutos que durd el procesamiento. Finalmente, durante otros 15 minutos se midié la
corriente mientras se realizaba transmisién de video en vivo. Los resultados promedios de
estas mediciones se presentan en la Tabla 10. Adicionalmente se presenta una estimacion de
la corriente que demandan las diferentes tareas de forma individual restando el consumo
correspondiente a la aplicacidon de Node-Red.
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Tabla 10 Consumo de corriente de las tareas de la estacion

Tarea Medicion Promedio(mA) Estimacion Consumo por
Tarea (mA)

Plataforma Node-Red 301 301

Sensores 308 7

GPS 323 22

Procesamiento de | 398 97

imagenes

Transmision de video 456 155

Cabe indicar que la tarea “Plataforma de Node-Red” incluye el consumo de todos los procesos
del sistema operativo. Por otra parte, en la Tabla 11, se ha definido un tiempo estimado de
activacion para cada una de las tareas a lo largo de un dia. A partir, de dichos valores se calcula
el consumo total de energia que requiere la estacion. Ademas, considerando que la bateria
instalada en la estacidn tiene una capacidad de 10400mAH y el consumo total estimado es de
7337mAH, la estacidn tendra una autonomia estimada de 34 horas.

Tabla 11 Consumo de energia estimado por tarea

Tiempo  estimado(H) *
Tarea Tiempo estimado(H) (Promedio(mA) - consumo
Plataforma Node-Red(mA))
Plataforma Node-Red 24 7224 mAH
Sensores 0,00923077 0,06461538 mAH
GPS 0,00555556 0,12222222 mAH
Procesamiento de imagenes |0,36666667 35,5666667 mAH
Transmision de video 0,5 77,5 mAH
Consumo de energia total 7337,2535mAH
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5.6.Conclusiones

En este capitulo se expuso los resultados de las pruebas realizadas sobre la estacion para
validar los algoritmos de procesamiento de imagenes usando fotografias tomadas con la
camara de la propia estacidn prototipo. Los resultados obtenidos con los dos algoritmos son
satisfactorios. Sin embargo, cabe resaltar que el algoritmo de GMM con EM produce una
mejor segmentacion, aunque con un comportamiento mucho mas lento que el algoritmo de
Thresholding, el cual se podria implementar si se desea ahorrar una pequefia cantidad de
energia. Ademas, se verificé la efectividad del protocolo MQTT para la transmisiéon de datos y
video con tiempos de retardo admisibles para la aplicacién disefiada. Por ultimo, se analizd la
autonomia energética de la estacion, proceso necesario puesto que la estacion podria
emplazarse en un lugar remoto sin una fuente externa de energia.
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6. CONCLUSIONES Y RECOMENDACIONES

En este capitulo se presentan las conclusiones finales del trabajo de tesis, revisando
brevemente sus principales caracteristicas y funciones, junto con un conjunto de
recomendaciones que podrian ser Utiles para investigaciones futuras o para llevar la estacion
disefiada a operar en campos agricolas.

6.1.Conclusiones

El trabajo realizado es un importante acercamiento entre la agricultura de precisién y el
internet de las cosas, necesario para incrementar la tecnificacion del campo. El conocer las
variables ambientales de una parcela agricola permite tomar acciones para optimizar recursos
y aumentar la produccidn, y las fotografias de los frutos permiten estimar la fecha y magnitud
de la cosecha, e incluso en trabajos futuros la informacién extraida podria ser usada para
detectar enfermedades en la planta o problemas en la parcela. La estacién disefiada es
conveniente para nuestro medio en el cual el principal impedimento para esta tecnificacion es
el factor econdmico.

Para su creacién se revisé una gran cantidad de trabajos relacionados, estudiando los
principales algoritmos usados para la segmentacion de imagenes, las tecnologias usadas en el
Internet de las cosas y las ventajas de usar servicios en la nube.

El uso de los servicios de la nube de IBM como Paa$ junto con el protocolo MQTT coloca a este
trabajo en la escena actual de la emergente tecnologia loT y amplia la visién de las aplicaciones
futuras que se pueden crear con ella.

El problema de procesamiento de imagenes al que se hizo frente, mostrd la complejidad de la
segmentacion de imagenes como método para la deteccion de objetos dentro de un fondo con
texturas y tonalidades muy distintas en fotografias de resolucién moderada.

Los resultados del procesamiento de imagenes son satisfactorios, cumpliendo el objetivo de
detectar efectivamente una gran cantidad de frutos y extraer informacidn que puede ser util
en trabajos futuros.

La transmision de datos por MQTT mostrd las ventajas de este protocolo, y por qué este se
esta convirtiendo en el mas popular para aplicaciones loT. Ademas, la transmisidon de video
mostré una aplicacién no comun sobre este protocolo con buenos resultados.

La aplicacion web creada permite el monitoreo de las variables de forma muy sencilla y desde
cualquier lugar del mundo, ademas de permitir ubicar la estacidon gracias al sensor de geo-

localizacion.

Por ultimo, la caracterizacion de la energia de la estacion permitié estimar el tiempo de
autonomia energética, parametro importante a considerar para mantener la estacion
operativa.
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6.2.Recomendaciones
Entre las principales recomendaciones para futuros trabajos, en primer lugar, se resalta la
conveniencia de mejorar las capacidades del protocolo MQTT, para lo cual se podria crear un
broker propio, y asi evitar las limitaciones del tamafio maximo de los paquetes.

En cuanto al procesamiento de imagenes, aunque los resultados obtenidos son en general muy
buenos, se sugiere realizar un mayor nimero de experimentos, probando mas algoritmos de
segmentacion, pre-procesamiento o post-procesamiento. No obstante, encontrar una solucidn
definitiva resulta de gran complejidad, puesto que este es un problema muy dependiente de
las condiciones luminicas del lugar e incluso de la calidad de las imagenes que captura la
camara, razén por la cual tanto en el presente trabajo de tesis como en los trabajos
relacionados que han sido analizados, se llega a una solucién para un problema especifico en
forma de aproximacion.

Otra mejora que se podria dar al sistema, especialmente con un enfoque comercial, consiste
en reducir la energia que consumen las tareas del sistema operativo, para asi llegar a tener
mayor tiempo de independencia. Esto se lo podria lograr desinstalando muchos de los
programas que Raspbian trae instalados por defecto, o incluso, aunque mucho mas
demandante, se podria crear una distribucion de Linux que solo tenga instalados los
programas absolutamente necesarios.

Una recomendacion importante si se desea emplazar esta estacidn en el campo es construir un
mejor encapsulado que la proteja de todas las inclemencias del clima. En particular, si se desea
instalar la estacion en un invernadero, el sistema debe estar muy bien refrigerado, debido a las
altas temperaturas que se generan en estos ambientes, lo cual podria hacer dificil que la
estacion funcione sin una fuente de energia externa.
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A. Entorno de Trabajo IBM Cloud

Para la fecha de realizacion de este trabajo la empresa IBM se encuentra en una etapa de
transicién de sus servicios en la nube, lo cual incluye, un cambio de nombre, de la direccién
web y de la interfaz grafica de su plataforma, aunque esencialmente sus servicios son los
mismos. El nombre de dominio empleado inicialmente por la plataforma IBM Cloud fue
Bluemix con su direccién asociada Bluemix.net, por tal razén la gran mayoria de
documentaciéon sobre este servicio estd bajo ese nombre, e incluso dentro de la plataforma
aun existe mucha referencia a dicho nombre, lo cual con esta aclaracion no deberia causar
confusiones. Como se menciond la interfaz grafica también se encuentra en transicidn, pero
por el momento aun se puede trabajar sobre ella en el dominio Bluemix.net. Sin embargo,
considerando que esta interfaz se dara de baja a mediano plazo, no se trabajara sobre ella.
Para trabajar sobre la plataforma actualizada se debe ingresar a la direccién cloud.ibm.com.

Al ingresar en esta direccidn se presenta la pagina de inicio de sesién como se muestra en la
Figura 52. Para poder iniciar una sesion, es necesario contar con una cuenta de IBM, la misma
que puede ser obtenida de forma gratuita, registrandose en su pagina.

Bienvenido a

IBM Cloud

Empiece a crear inmediatamente D
con mas de 190 servicios BMid -
exclusivos.

Iniciar sesién en IBM Cloud

Crear una cuenta de IBM Cloud

Ohtenga un crédito de 200 délares cuando actualice
;Haolvidado su1D? .
n uso, puede utilizar el crédito . suc sefia? Continuar
P # ;Haolvidado su contrasefia

durante un mesy se puede uti
Cloud.

formacion:
go Documentos Estado

Figura 52 P4agina de inicio IBM Cloud

Al iniciar sesién se presenta el panel de control de la plataforma IBM Cloud, en el cual se
muestran ventanas sobre el resumen de recursos, las aplicaciones creadas, los costes por uso,
manuales de usuario entre otras herramientas, como se muestra en la Figura 53.
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Figura 53 Panel de control IBM Cloud

En la esquina superior izquierda se muestra el mend de Navegacién en el cual se encuentran
los principales recursos disponibles, tal como se lo observa en la Figura 54.

b4 IEM Cloud

[ Dashboard

o

Resource List

Cloud Foundry
Kubernetes

Classic Infrastructure

Gl © e

VMware

;
2

APIs

5

Apple Development

&

Blockchain

13

DevOps

)

Finance

Functions

S

Figura 54 Menu de Navegacion IBM Cloud

Otro elemento importante a destacar, es el catdlogo, cuyo botdn de acceso se muestra en la
parte superior de la interfaz de la plataforma. En el catdlogo se puede visualizar todos los
servicios a los que se puede acceder como herramientas de desarrollo, contenedores,
inteligencia artificial, bases de datos, entre otros. En la Figura 55 se muestra dicho catalogo.
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All Categories (60) Compute
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Networkin ava  Libertyfor Java™ SDK for Node. js™

Develop, depioy, And SCale Go web apps with

Python Ruby
by e

Develop, deple

ale Python web apps with Develop, dej

2 Ruby web apps with

Figura 55 Catalogo IBM Cloud

Para el caso del trabajo de tesis, los servicios empleados de este catdlogo son Internet of
Things Plataform y Node-Red Starter como se lo observa en la Figura 56.

e Internet of Things Platform Node-RED Starter

Lite » IBM Lite » Community
This service is the hub of all things IBM IoT, it is This application demonstrates how to run the
where you can set up and manage your Mode-RED open-source project within IBM Cloud.

connected devices so that your apps can access

Figura 56 Servicios de IBM Cloud que se usaran

B. Entorno de Trabajo Node-Red Starter

Para iniciar la plataforma de desarrollo con Node-Red se busca en el catdlogo la opcién Node-
Red Starter que desplegara el formulario mostrado en la Figura 57:

. Create a Cloud Foundry App

Node-RED Starter App name:

Host name: Domain:

mybluemix.net

Choose a region/location to deploy in: Choose an organization: Choose a space:

Dallas - esteban.villotal7@ucuenca.edu.oc dov

Selected Plan:
SDK for Node.js™ Cloudant

Default Lite

[ ome |
Figura 57 Instanciacion de servicio Node-RED Starter

Como se observa, se debe otorgar un nombre de la aplicacidon y un nombre de host. El resto de
campos pueden mantenerse con sus valores por defecto siempre y cuando sea conveniente.
En la seccién de Selected Plan (Plan seleccionado) es importante colocar el servicio SDK for
Node.js como “Default” y el servicio Cloudant como “Lite”. Tal configuracidn, se realiza para
que el uso de la plataforma sea gratuito. Finalmente, es posible confirmar la opcion “Create”, a
continuacién de lo cual se mostrara la ventana de Figura 58:
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Overview

Runtime
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Connections
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nmand line interface

Last Updated: 2018-05-24

API Management

Monitoring Use IBM Cloud command line interface to download, modify, and redeploy your Cloud Foundry applications and service

instances.

Figura 58 Ventana de inicio Node-RED Starter

La captura de la Figura 58, corresponden a la interfaz grafica de la plataforma. En particular, se
distinguen dos secciones importantes. Por una parte, 1) el menu de la plataforma, en el cual se
puede acceder tutoriales, detalles de uso, consola mediante conexién ssh (Secure Shell),
registro de uso, entre otros. Ademas, se encuentra 2) la lista de recursos, en la cual se puede
ver si la aplicacién se esta ejecutando, acceder a su URL y realizar acciones de gestién como
por ejemplo iniciar, detener o reiniciar la aplicacién.

El uso de esta plataforma es gratuito si se trabaja bajo ciertas condiciones detalladas en los
términos y condiciones de uso de la aplicacidén. Una de estas condiciones es que el tamafio de
la aplicacién no puede exceder los 256MB, lo cual para el presente trabajo resulta escaso. Para
ampliar la capacidad hay que dirigirse a la opcién Overview (Visién General). Aqui, en la opcidn
MB Memory per instance hacemos clic en el signo mas hasta llegar a 512, tal como se muestra
en la Figura 59:

Getting started

Overview Estacioniol e rumine  wisit app uaL
Runtime
Org: estebanvillotal7@ucuenca.eouec  Location: Dallas  Space: dev  Add Tags
Cennections
o Fraronmentaraniss =

Monitoring

API Management Runtime

512

BUILDPACK INSTANCES TOTAL MB ALLOCATION

SDKfar Nod: 7568

Figura 59 Incremento de memoria de la instancia

Una vez hecho esto y dar clic en guardar, se mostrard un mensaje que advierte que debemos
cambiar de plan, lo que a su vez llevara a un formulario para ingresar la informacion de una
tarjeta de crédito y datos adicionales. Luego de realizar este tramite se mostrard un mensaje
confirmando que con el ingreso de los datos de la tarjeta de crédito ahora se puede usar hasta
512MB sin costo adicional, por lo que el uso de la aplicacion seguira siendo gratuito.

Finalmente hay que dirigirse al entorno de trabajo de Node-Red. Para esto, en la seccién de
lista de recursos se da un clic en “Visitar URL de la aplicacion”, 1o que conducira a la ventana de
inicio que se muestra en la Figura 60.
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Node-RED on IBM Cloud

Node-RED

Flow-b d programming for the Internet of Things

Node-RED is a programming tool for wiring together hardware
devices, APIs and online services in new and interesting ways. Go to your Node-RED flow editor

This instance is running as an IBM Cloud application, giving it
access to the wide range of services available on the platform.

Learn how to customise Node-RED

More information about Node-RED, including documentation, can be
found at nodered.org.

Figura 60 Pagina de inicio del editor Node-RED

Al dar clic en la opcidn Go to your Node-RED flow editor, se redirigird a un formulario en el cual
se debe ingresar los datos de un usuario que podra modificar la aplicacién, y luego de esto
finalmente se mostrara el editor de Node-RED como se lo aprecia en la Figura 61:

ERCES |
mn

Watson loT

function

function

template

delay

trigger

comment

http request

switch

change

range

split

join

sort

Figura 61 Editor Node-RED

En este editor se distinguen seis partes importantes. 1) La paleta de nodos, donde se ubican
todos los nodos o bloques con los que se programara la aplicacion. 2) Pestafias de flujos de
trabajo, es aqui donde se desplegaran los nodos de programacion, cabe resaltar que los
distintos flujos se ejecutan paralelamente. 3) Botén desplegar, este botdn guarda los cambios
realizados sobre los flujos de trabajo e inicia su ejecucién. 4) Botdn de registro, es necesario
estar registrado para poder hacer cambios al programa. 5) Menu del editor, posteriormente se
describirdan algunas de sus opciones. 6) Pestafias de informacién, las mismas que alojan
multiple informacidn, dependiendo de las librerias instaladas y de los nodos usados. Entre los
datos de mayor relevancia se encuentra, la informacion sobre los nodos, el panel de debug, la
configuracion del panel de control y la configuracion de los bloques.
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En cuanto al menu del editor, observado en la Figura 62, las opciones mas importantes son:
Importar, que permite ingresar cdédigo en formato json para desplegar los nodos
correspondientes, ademds se puede encontrar ejemplos de las librerias instaladas. Exportar,
con el cual se puede respaldar la programacion de los nodos en formato json. Manage palette,
esta opcion desplegard una ventana en la cual es posible verificar las librerias instaladas, asi
como instalar nuevas librerias. En la Figura 63 se muestra una captura de esta ventana.

Figura 62 Menu del editor Node-RED

User Settings
Close
View Nodes nstall
Q
Keyboard
© node-red
W 0196
Palette
&0 node-red-bluemix-nodes
% 1110
© node-red-contrib-ibm-watson-iot
% 028
© node-red-contrib-scx-ibmiotapp
% 0.0.49

Figura 63 Ventana de "Manage Palette"

Este editor estard disponible en la URL [Nombre de host].mybluemix.net. Para el caso del editor
en los dispositivos, se puede acceder con cualquier explorador web en la URL [ip privada del
host]:1880.

C. Entorno de Trabajo IBM Watson IoT

Para usar la plataforma IBM Watson loT, se debe iniciar una nueva instancia de la plataforma
buscandola en el catdlogo como Internet of Things Platform. Se solicitara asignar un nombre al
servicio, y en cuanto al resto de opciones, se pueden emplear los valores por defecto. El

formulario para ingresar estos datos se muestra en la Figura 64.
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e Internet of Things Platform

Lite - 1BM

This service is the hub for IBM Watson IoT and lets
you communicate with and consume data from
connected devices and gateways. Use the built-in
web console dashboards to monitor your IoT data
and analyze it in real time. Then, enhance and

Service name:

PlataformaloTTnvernadero

Choose a region/location to deploy in:

Choose an organization:

Choose a space:

customize your IBM Watson IoT Platform experience Dallas - esteban.villotal?@ucuenca.edu.ec dev

by building and connecting your own apps by using

messaging and REST APIs.

&g Tags: @

View Docs TYerms E:

AUTHOR 18M

PUBLISHED 02/1° 01

TYPE ! Features

LOCATION urt, London, Dallas

« Connect « Information Management
Quickly and securely register and connect your devices and Control what happens to the data that is received from your
gateways. You can find simple step-by-step instructions for connected devices. Manage data storage, configure data
connecting popular devices, sensors, and gateways in our transformation actions, and integrate with other data services
recipes site. and device platforms.
« Analyze in real time « Risk and Security management

Monitor your real-time device data through rules, analytics, Our secure-by-design control capabilities protect the integrity of
and dashboards. Define rules to monitor conditions and your IoT solution through secure connectivity and access control
trigger automatic actions that include alerts, email, IFTTT, for users and applications. Extend the base security with threat
Node-RED flows, and external services toreact quickly to intelligence for IoT to visualize critical risks and automate
critical changes. operational responses with policy-driven mitigation actions.

Need Help?

Contact IBM Cloud Support (7

Addto estimate “

Figura 64 Formulario de instanciaciéon IBM Watson loT

Al aceptar la opcidn “Create”, se mostrard la ventana indicada en la Figura 65, en la cual se
detalla la cantidad de datos intercambiados y disponibles. También se presenta la opcién para
modificar el plan y vincular mas servicios con la plataforma. En la seccién, Manage se
encuentra el botdn Lanzar, el cual conduce al entorno de trabajo de IBM Watson loT.

Manage

o PlataformaloTInvernaderoz.19 used | 195.8 Megabyte exchanged available Details

Comnections Location: Dallas ~ Org: estebanvillotal7@ucuenca.eduec  Space: dev

Empecemos con IBM Watson IoT Platform

Figura 65 Administrador de la instancia IBM Watson loT

En la plataforma se distinguen dos partes importantes. 1) El Menu de la plataforma, en la cual
se puede observar botones con los cuales acceder a la administracién de los dispositivos, los
usuarios, las aplicaciones, las reglas de seguridad, entre otros. Las dos opciones que se
emplearon en el presente trabajo fueron los dispositivos y las aplicaciones. 2) Informacion de
la cuenta, donde se muestra el usuario que esta empleando la plataforma y el ID de la
organizacion, el cual serda necesario al momento de configurar la comunicacion entre el
dispositivo y la aplicacion web. La ventana de esta plataforma se la observa en la Figura 66.
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IBM Watson IoT Platform

Paneles

1

jccion Tipos de dispositive

Dispositivos

Miembros

dispositivos

Reglas

Seguridad

1D de dispositivo &

Valores

nar dispositivos

Diagnostical

N
\‘Jl

4+ Afadir dispositivo

tra un resumen de tados los dispositivos que se han anadido. Se puede filtrar, organizar y buscar en
Jistintos criterios. Para empezar, puede anadir dispositivos utilizando la API o el botén Anadir

=]

Tipo de dispositivo & IDde clase < Fecha de adicién

2 resultados

Figura 66 Plataforma IBM Watson loT

D. Registro de Dispositivos en la Plataforma IBM Watson IoT

Dentro de la plataforma IBM Watson loT en la opcion de Dispositivos, como primer paso se
debe crear un tipo de dispositivo. Los tipos de dispositivos sirven para englobar un conjunto de

caracteristicas comunes entre un grupo de dispositivos. En este caso, se creard un tipo de
dispositivo al que se ha denominado “Raspberry”. Ademas del nombre, para crear un tipo de
dispositivo también se piden datos como el nimero de serie, modelo, descripcidn, version del
hardware, fabricante, clase de dispositivo, version del firmware y ubicacidn descriptiva. Sin
embargo, estos datos son opcionales y se los puede dejar en blanco. Los formularios para

ingresar esta informacién se presentan en la Figura 67 y Figura 68.

Anadir tipo

Identidad

Informacién del dispositivo

pcion gue dent ;IIZ\'JE as caracteristicas g

Tipo 0 Pasarela
Nombre Raspberry
Descripcién

Figura 67 Formulario tipo de dispositivo
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Anadir tipo Identidad Informacién del dispositivo

ormacio

Namero de serie Fabricante

Modelo Clase de dispositive

Descripcion Version de firmware

Version de hardware Ubicacién descriptiva

+  Afadir metadatos

Figura 68 Datos adicionales tipo de dispositivo

Una vez definido el tipo, a continuacién se procede a crear el dispositivo, para ello se
selecciona el tipo de dispositivo y se le coloca un ID Unica que en este caso serd “RasPil”,
como se puede apreciar en la Figura 69.

Anadird ispositivo Identidad Informacion del dispositivo Seguridad

e dispositivo para el dispositivo que esta anadiendo y dé al dispositivo un
Tipo de dispositivo Raspberry
1D de dispositivo RasPil

Figura 69 Ventana nuevo dispositivo

Posteriormente, se solicitan datos adicionales, los cuales en su mayoria son de tipo opcional y

pueden omitirse. Ademas, se pueden anadir metadatos en formato JSON. Dicho formulario se
muestra en la Figura 70.

Anadir dispositivo Identidad Informacién del dispositivo Seguridad Resumen

determinaday especificar mas informacién sobre el dispo

Nimero de serie Fabricante

Modelo 28 Clase de dispositivo SBC
Descripcidn Versian de firmware

Versién de hardware Ubicacién descriptiva

+  Anadir metadatos

Figura 70 Datos adicionales del dispositivo

Por ultimo, se tendra que proporcionar una sefial de autenticacidn para el dispositivo, tal como

se lo observa en la Figura 71. En caso de no especificarse una, ésta serd generada de forma
automatica.
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Aﬁad | r dispositivo Identidad Informacian del dispositivo Seguridad Resumen

onar una senal de autenticacion de dispositivo

S para se

ay ¢

Senal de autenticacién generada Senal de autenticacion
automaticamente (valor proporcionada

predeterml nado) Puede proporcionar su propia sefal de autenticacion para el

dispositivo. La sefal debe tener entre 8 y 36 caracteres y
contener una mezcla de letras maydsculas y mindsculas,
numeros y simbolos, que pueden incluir guiones, guiones
bajos y puntos. No utilice caracteres repetidos, entradas de
diccionario, nombres de usuario u otras secuencias
predefinidas.

Permite al servicio generar una senal de autenticacién por
usted. Las senales tienen 18 caracteres y contienen una
combinacién de caracteres alfanuméricos y simbolos. La
senal se le devuelve al final del proceso de registro del
dispositivo.

sefial de autenticacién @

Figura 71 Formulario para la sefial de autenticacion del dispositivo

Una vez creado el dispositivo se visualizara un resumen de sus datos junto con la sefial de
autenticacién, la cual deberd ser recordada, puesto que no se podra acceder a ella
nuevamente.

Las credenciales del dispositivo habilitan la conexidon del lado del dispositivo, pero para
habilitar la conexidn del lado de la aplicacion web es necesario generar una clave de APl y sus
correspondientes tokens de aplicacién. Para ello, hay que dirigirse a la pestaina de
“Aplicaciones” ubicada en el menu principal de la plataforma Watson y posteriormente dar clic
en el botén “Generar clave de API”. Como resultado, se desplegara el formulario mostrado en
la Figura 72, para agregar una descripcion y una fecha de caducidad de la clave, los cuales son
opcionales.

Generar clave de API Informacién Permisos

Descripcian

Caducidad de la clave de Desactivado

API

Figura 72 Datos adicionales para la clave de API

Al presionar siguiente, se mostrara un formulario para ingresar el rol de la aplicacién. En este
campo se selecciona la opcidon “Aplicacion estdndar”. Finalmente se genera la clave,
visualizandose en pantalla junto con la sefial de autenticacion. Nuevamente se debe tomar en
cuenta, que esta informacidon debe ser anotada, puesto que no volvera a mostrarse. En la
Figura 73, se presentan estos datos
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Se ha anadido la clave de API.

Las senales de autenticacidn no son recuperables. Si pierde esta sefal, debera volver a registrar la clave de API
para generar una sefal de autenticacion nueva.

Detalles generados Informacion de la clave de API
Clave de API a-b90x75-mfihgzsa2c B Descripcion
Seiial de autenticacién tD9&yU@WKI!t88&3j9 15| Rol Aplicacion estandar

Caducidad Nunca

Anote la senal de autenticacion generada. Las senales de

Q autenticacion perdidas no S

asenal, tendra que volver aregistrar la API para generar

den recuperal pierde

unanueva.

Figura 73 Datos de la clave de API
E. Instalacion de los Sensores de Recoleccion de Datos

— Instalacion Sensor INA219

Para poder usar el sensor INA219 es necesario instalar la libreria que abstrae el uso de sus registros. Al
momento existen dos librerias, pi-ina219 y Adafruit_CircuitPython_INA219. Esta Ultima se ejecuta sobre
CicuitPython. Se opto por la primera alternativa, la cual se puede instalar usando el siguiente comando
desde la terminal

Ssudo pip uninstall pi-ina219

El programa desarrollado en Python realiza lecturas periddicas del sensor, empleando para ello el

método getCurrent_mA().

Cuando el nodo de ejecucién en Node-RED corre este, o cualquier otro de los programas
implementados, recoge los datos impresos en pantalla y los envia al siguiente nodo, que en este caso es
el wiotp out, el cual se encarga de enviar los datos a la nube de IBM.

— Instalacion Sensor BME280

Para manejar el sensor BME280, se usa la libreria adafruit_bmp280, escrita originalmente para el
intérprete Circuitpython. Para usar dicha libreria, previamente se debe instalar la libreria adafruit-blinka
que funciona como una capa intermedia entre el intérprete Python 3.4 y la APl de hardware en
Circuitpython. Esta libreria se instala usando el Gestor de Paquetes de Python (pip) ingresando los

siguientes comandos en el terminal.
S sudo pip3 install --upgrade setuptools
S pip3 install RPI.GPIO
S sudo pip3 install adafruit-blinka
A continuacidn, se instala la libreria adafruit_bmp280 con el siguiente comando.
S sudo pip3 install adafruit-circuitpython-bmp280

Hecho esto, es necesario adicionar un ultimo paso. La libreria adafruit_bmp280 estd creada para el
sensor BMP280. El sensor BME280 es la nueva generacion de los sensores de temperatura y presion, y
aunque tiene muchas semejanzas con el sensor BMP280, difiere en ciertos aspectos, uno de ellos es su
numero de identificacién de chip. En el BMP280 es 0x58 y en el BME280 es 0x60. Dicha identificacion se
encuentra alojada en el registro OxDO de la memoria del sensor. Asi, para poder usar la libreria es
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necesario modificarla para que reconozca este nuevo nimero de identificacion. Para ello se ingresa en el
codigo de la libreria con el comando.

$ sudo nano /usr/local/lib/python3.4/dist-packages/adafruit_bmp280.py

Aqui se buscara la linea 44 correspondiente al comando: _CHIP_ID = const(0x58) y se la cambiara por
_CHIP_ID = const(0x60).

Una vez completado estos pasos, es posible realizar lecturas de los datos de temperatura y presidon con
los métodos temperature y pressure de la libreria. Es importante resaltar que este programa correra
solamente en Python3

— Instalacion Sensor SI1145

El sensor SI1145 utiliza la libreria disponible en Github bajo el nombre Python_SI1145. Una vez
descargada se la descomprime y dentro de su carpeta se ejecuta el siguiente comando desde la terminal.

$sudo python setup.py install

Una vez instalado, se puede leer los datos del sensor con el método readUV/().

— Sensores de Temperatura y Carga del Procesador

Para la recoleccidn de los datos de la temperatura del procesador no se requieren librerias extra, ya que
basta ejecutar el comando “vcgencmd measure_temp”, el cual imprime la temperatura en pantalla. En
este caso, se implementd un script en bash, para realizar periédicamente esta lectura y colocar los datos
en formato JSON.

Para obtener la carga del CPU es necesario instalar el médulo psutils, con los comandos:
Ssudo apt-get install build-essential python-dev python-pip
Ssudo pip install psutil

Con esto se puede realizar un script en Python obteniendo la carga del procesador con el método

get_cpuload().

— Instalacion Sensor de Geo-localizacion

Para el funcionamiento del sensor de geo-localizacidn es preciso instalar la libreria gpsd con el comando.

Ssudo apt-get install gpsd gpsd-clients

Luego es necesario desactivar la instancia de gpsd, la cual es inicializada durante la instalacién, para esto
se ejecutan los siguientes comandos.

Ssudo systemct! stop gpsd.socket
Ssudo systemctl disable gpsd.socket

Después se debe iniciar el servicio de gpsd con el siguiente comando.
Ssudo gpsd /dev/ttyUSBO -F /var/run/gpsd.sock

Es importante que este comando sea ejecutado con el dispositivo USB correspondiente al GPS, en este
caso fue ttyUSBO. Este comando debe ser ingresado manualmente en cada ocasién luego de encender el
dispositivo.
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Luego de realizados estos pasos se requiere instalar la libreria de Python, para lo cual se usa el gestor de
librerias pip3 con el siguiente comando.

Spip3 install gps

Con la libreria ya instalada se puede escribir un script en Python para obtener las coordenadas del GPS.
En el script, luego de importar la libreria, se pueden leer los reportes creados por el dispositivo. El
dispositivo crea gran cantidad de datos dispuestos en reportes expresados en formato JSON. Para el caso
de las coordenadas, se debe encontrar el reporte cuya clase sea ‘TPV’ y leer los campos “lat” y “lon”.
Luego estos datos se los coloca en formato JSON y se los imprime en pantalla para que puedan ser
recogidos por el nodo de ejecucion de Node-RED.

F. Diseio de las Placas Electronicas

El disefio de la placa electrdnica para integrar los sensores ambientales y de corriente se lo
realizd sobre una placa de fibra de vidrio de doble cara. Ademas de las conexiones de estos 3
moddulos de sensores, también se incluyd 3 indicadores leds, una salida para otra placa con
botones y pines para la conexién 12C (Inter Integrated Circuits) de un sensor extra que se
podria conectar eventualmente. El disefio electrénico de la placa se muestra en la Figura 74.
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Figura 74 Placa electrdnica de sensores (izq.) Cara superior (der.) Cara inferior

La placa de botones es mas sencilla y de menor dimension, tiene solo una cara con espacios
para conectar 3 botones. Estos botones tienen la finalidad de realizar acciones sobre la
estacion sin tener que escribirlos sobre la linea de comandos, por ejemplo, para tomar
fotografias. El disefio de esta placa se muestra en la Figura 75.
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Figura 75 Placa de botones

G. Encapsulado de la Estacion
Con el fin de agrupar todos los elementos de la estacidn (Raspberry Pi, médulos de sensores,
placas electrdnicas, cdmara, bateria, modulo GPS y cables), se construyé un encapsulado en
acrilico de 3mm como se lo observa en la Figura 76. En la Figura 77 se muestran los planos de

este encapsulado.

Por motivos de visualizacion se colaron solo las principales cotas, las cuales se encuentran en

milimetros.

Raspberry Pi

.

Camara

Bateria

Figura 76 Ensamble de la estacion
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Figura 77 Encapsulado de la estacion

H. Codigo de Segmentacion con GMM

A continuacidn, se detalla el cédigo desarrollado para la segmentacidn de las imagenes

mediante el algoritmo GMM

#Librerias necesarias
import numpy as np

from sklearn.mixture import GaussianMixture

import cv2
import time

####4#DATOS DE ENTRADA########4##

n clusters=11
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#Definimos la imagen de entrada para ajustar el modelo
X = cv2.imread('ajuste.jpg')

#imagen en la que se realizard la predicciédn

X2= cv2.imread('test.jpg')

#Capturamos tiempo de ejecucidn
tiempo=time.strftime ("SHIMSS")

HHAFHFH AR
S
#cambiamos el espacio de color a LAB

lab = cv2.cvtColor (X, cv2.COLOR BGRZLAB)

#Se colocan los pixeles de forma plana en un array
#Cada columna serd un color (dimensidn)
a,b,c=X.shape#a+tb es el numero de pixeles, c las
dimensiones (componentes LAB)
ent=1lab.reshape (a*b, c)

#####AJUSTE DEL MODELO#########4#

#Se ajusta los datos de entrada a los clusters deseados
GMM = GaussianMixture (n_components=n_clusters) .fit (ent)
FHHHHAA AR A AR

##4#4 Prediccidn de la imagen#####+##

FHAFHFH AR AR H AR H SRS A

lab = cv2.cvtColor (X2, cv2.COLOR BGRZLAB)
a,b,c=X2.shape

ent=lab.reshape (a*b, c)

fen clusters se guarda el nUmero del cluster en el cual
#es més probable que pertenezca el pixel
clusters=np.array([],dtype=int)

#Se hace una prediccién de cluster con cada pixel
for i in range(a*b):
#prediction devuelve un arreglo con la probabilidad de que el pixel
este en cada cluster
prediction=CGMM.predict proba(ent[i].reshape(l,3))
#Se elige el cluster con mayor probabilidad
pos=np.argmax (prediction)
clusters=np.append(clusters, pos)

FHAFH A AR
FEdadasatsas AR E AR LR EEREEEEEEEEEEEEE LR
FHAFH A AR
#Para saber en que cluster estd el fruto
#muestra de un punto rojizo en LAB
muestraR=np.array ([ 75, 151, 136])
pred=GMM.predict proba (muestraR.reshape (1, 3))
frutos=np.argmax (pred)

#Selec es el nUmero de cluster seleccionado
selec=frutos
#binaria guardard los pixeles en binario
binaria = np.copy(X2[:,:,2].flatten())
#pinta de negro los elementos del cluster
for i in range(a*b):
if clusters[i]==selec:
binaria[i]=0
#binaria=np.append(binaria, 0)
else:
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#binaria=np.append(binaria, 254)
binaria[i]=255#blanco

#Se guarda la imagen
cv2.imwrite ('binaria.png',binaria)

#4444 #ElementosH###4
#Se guardara los elementos con los colores normales
selec=frutos
#elementos = np.copy(X[:,:,2].flatten())
original=X2.reshape (a*b, c)
elementos = np.copy(original)
#pinta de negro los elementos del cluster
for i in range(a*b):
if clusters|[i]==selec:
elementos([i]=original[i]
#binaria=np.append(binaria, 0)
else:
#binaria=np.append (binaria, 254)
elementos[i]=np.array([255,255,255])
#elementos[i]=muestraR

# Se guarda la imagen
elementos=elementos.reshape (a,b, c)
cv2.imwrite ("elementos"+tiempo+".png",elementos)

FHHHHFE AR A H AR
#Operaciones Morfoldgicas

#H####Entrada de datos##########
img =binaria

#Definicion del kernel
#kernel=np.array([[0,1,0],
kernel=np.array([[0,1,1,1,0
;1,1,1,0]],np.uint8)

1,1,11,[0,1,0]],np.uint8)
!, 11,113, 11,11,1,1],01,1,1,1,11, [0

##Closing#######4444
closing = cv2.morphologyEx (img, cv2.MORPH CLOSE, kernel)
cv2.imwrite ("closing"+tiempo+".png",closing)

###### HH#H#ETIQUETAS EN LOS OBJIETOSH#########4#F##HHH###H
#convertimos en binaria(0 o 1)

#Se usa THRESH BINARY INV para que el fondo sea cero y los objetos
255

entrada = cv2.threshold(closing, 127, 255,

cv2. THRESH BINARY INV) [1]

# La conectividad puede ser 4 u 8

conectividad = 4

# Algoritmo de Labeling Connected components con estadisticas
salida = cv2.connectedComponentsWithStats (entrada, conectividad,
cv2.CV_328)

# La salida se divide en 4 parametros:

# Numero de etiquetas (labels)

num labels = salidal0]

# Imagen con etiquetas numeradas
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labels = salidal[l]

# Estadisticas(leftmost, topmost, weight, height, area)
stats = salidal[2]

# centroides

centroids = salidal[3]

#Conteo de frutos: Conteo de todas las manchas, y aquellas muy
grandes
#se las divide sobre el tamafio promedio del objeto y se toma el
entero
#E1 fondo de la imagen serd el que méds pixeles tenga
fondo=np.amax (stats[:,4])
#tamafio de un objeto promedio
prom=120
cont=0
for i1 in range (num_ labels) :
if stats[i][4]<fondo:
if stats[i] [4]>=prom:
temp=int (stats[i] [4]/prom)
cont=cont+temp

else:
cont=cont+1
b
####Calculo del color promedio###########3
ImgColor = cv2.imread("elementos"+tiempo+".png")

vectorColor=np.array([])
####Color Promedio####
a,b=closing.shape
for i in range(a):
for j in range (b):
if closing[i][]j]==
vectorColor=np.append (vectorColor, ImgColor[i] [J])

c=vectorColor.shape
vectorColor=vectorColor.reshape (int (c[0]/3),3)
ColorPromedio=np.mean (vectorColor,0)
ColorPromedio=ColorPromedio.astype (int)

HHEH A A H A A S

fHf####EstadisticasH######44#

#Se obtiene el valor de area del mayor objeto, el menor y el
promedio

fondoIndex=np.argmax (stats[:,4])

statsSinFondo = np.delete(stats, fondoIndex, 0)
objetoMin=np.amin (statsSinFondo[:,4])

objetoMax=np.amax (statsSinFondo[:,4])
objetoProm=int (np.mean (statsSinFondo[:,4]))

#H4#HREPORTE#########
print ("#######REPORTE DE ESTADISTICASH#####")

print ("Numero de manchas: "+str (num labels-1))
print ("Numero estimado de frutos: "+str (cont))

print ("Color promedio de los frutos(BGR): "+str (ColorPromedio))
print ("Tamafio objeto minimo (pixeles) : "+str (objetoMin))
print ("Tamafio objeto maximo (pixeles) : "+str (objetoMax) )
print ("Tamafio objeto promedio (pixeles) : "+str (objetoProm))
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print ("H####FFH S HFHF S S H AR EHFEFSEHEERST)
FHEFHE A
#######Cuadrados sobre objetos
#original = cv2.imread('ImagTest.png')
#aqui se modifica el vector X2
for 1 in range (num labels-1):
cv2.rectangle (X2, (statsSinFondo[i][0], statsSinFondo[i][11),
(statsSinFondo[i] [0]+statsSinFondo[i] [2
statsSinFondo[i] [1]+statsSinFondo[i] [3]

14

]
), (0, 255, 0), 1)

cv2.imwrite ("cuadrados"+tiempo+".jpg", X2)
#cv2.imshow ('cuadrados',original)
#cv2.waitKey (0)

I. Codigo de Segmentacion con Thresholding
A continuacidn, se detalla el cédigo desarrollado para la segmentacidn de las imagenes
mediante el algoritmo Thresholding.

import numpy as np

from sklearn.mixture import GaussianMixture
import cv2

import time

##44##DATOS DE ENTRADA####4# #4444

#Definimos la imagen de entrada

X = cv2.imread('test.jpg')
tiempo=time.strftime ("$HIM%S")
gddgdstatasdaddtdsddddtaRdndd AR ARARASEARAEEEEE
FHAFH A AR A
fcambiamos el espacio de color a HSV

hsv = cv2.cvtColor (X, c¢cv2.COLOR BGRZHSV)

#Definimos la m&scara que se usara
#Esta mascara estd compuesta por 2 sub-mascaras
#sub mascara 1

lower red = np.array([0,65,70])
upper red = np.array([20,255,255])
maskl = cv2.inRange (hsv, lower red, upper red)

##sub méascara 2

lower red = np.array([140,65,70])

upper red = np.array([180,255,255])

mask2 = cv2.inRange (hsv, lower red,upper red)
#Mascara final

maskl = maskl+mask2

#Invertimos las mascara
mask2 = cv2Z.bitwise not (maskl)
resl = cvZ2.bitwise and(X,X,mask=maskl)

bina=np.copy (resl)
a,b,c=resl.shape

for i in range(a):
for j in range(b):
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if (resl[i][J][0]==0) and (resl[i][3j]1[1]1==0) and
(resl[i][J][2]==0):
resl[i1i][j][0]=255
resl[1][]j]1[1]=255
resl[i][j][2]=255

cv2.imwrite ("elementos"+tiempo+".png",resl)

binaria = cv2.bitwise not (bina,mask=mask2)
binaria=binarial:, :,0]
# ________________________________________________________________

#Operaciones Morfoldgicas
##4##4FEntrada de datosH####44444
#fimg = cv2.imread('binaria.png',0)
img =binaria

#Definicion del kernel
kernel=np.array([[0,1,0],[1,1,1
#kernel=np.array([[0,1,1,1,0], 1
0,1,1,1,0]1]1,np.uint8)

],np.uint8)
l,(x,1,1,1,11,11,1,1,1,11,1(

##Closing##########4
closing = cv2.morphologyEx (img, cv2.MORPH CLOSE, kernel)
cv2.imwrite ("closing"+tiempo+".png",closing)

#HHFFFHHFHFFETIQUETAS EN LOS OBJIETOSH 44 # 4 4 4 4 4t 41 3 4 4 4 4 4 4 oF
#convertimos en binaria (0 o 1)

#Se usa THRESH BINARY INV para que el fondo sea cero y los objetos
255

entrada = cv2.threshold(closing, 127, 255,
CV2.THRESH_BINARY_INV)[1]

# La conectividad puede ser 4 u 8

conectividad = 4

# Algoritmo de Labeling Connected components con estadisticas
salida = cv2.connectedComponentsWithStats (entrada, conectividad,
cv2.CV_328)

# La salida se divide en 4 parémetros:

# Numero de etiquetas (labels)

num_labels = salidal[0]

# Imagen con etiquetas numeradas

labels = salidall]

# Estadisticas(leftmost, topmost, weight, height, area)

stats = salidal[2]

# centroides

centroids = salidal[3]

#Conteo de frutos: Conteo de todas las manchas, y aquellas muy
grandes
fse las divide sobre el tamafio promedio del objeto y se toma el
entero
#E1 fondo de la imagen sera el que mas pixeles tenga
fondo=np.amax (stats[:,4])
#tamafio de un objeto promedio
prom=120
cont=0
for 1 in range (num labels):
if stats[i][4]<fondo:
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if stats[i] [4]>=prom:
temp=int (stats[i] [4]/prom)
cont=cont+temp

else:
cont=cont+1
e
####Calculo del color promedio###########3
ImgColor = cv2.imread ("elementos"+tiempo+".png")

vectorColor=np.array([])
####Color Promedio####
a,b=closing.shape
for 1 in range(a):
for j in range (b):
if closing[i][j]==
vectorColor=np.append (vectorColor, ImgColor[i] [J])

c=vectorColor.shape
vectorColor=vectorColor.reshape (int (c[0]/3),3)
ColorPromedio=np.mean (vectorColor, 0)
ColorPromedio=ColorPromedio.astype (int)

HHEF S A H A

#H#####EstadisticasH######44#

#Se obtiene el valor de area del mayor objeto, el menor y el
promedio

fondoIndex=np.argmax (stats[:,4])

statsSinFondo = np.delete(stats, fondoIndex, 0)
objetoMin=np.amin (statsSinFondo[:,4])

objetoMax=np.amax (statsSinFondo[:,4])
objetoProm=int (np.mean (statsSinFondo[:,4]))

FHHHHREPORTE#### #4444
print ("#######REPORTE DE ESTADISTICAS######")

print ("Numero de manchas: "+str (num labels-1))
print ("Numero estimado de frutos: "+str(cont))

print ("Color promedio de los frutos (BGR): "+str (ColorPromedio))
print ("Tamafio objeto minimo (pixeles) : "+str (objetoMin))
print ("Tamafio objeto maximo (pixeles) : "+str (objetoMax) )
print ("Tamafio objeto promedio (pixeles) : "+str (objetoProm) )

print ("##HHEHEEH A A A A S AEAF S HHEHHEFSEET)
FHEFHH A
##444##4#Cuadrados sobre objetos
#foriginal = cv2.imread('ImagTest.png')
#aqui se modifica el vector X2
for i in range (num labels-1):
cv2.rectangle (X, (statsSinFondo[i][0], statsSinFondo[i][1l]),
(statsSinFondo[i] [0]+statsSinFondo[i] [2],
statsSinFondo[i] [1]+statsSinFondo[1][3]), (0, 255, 0), 1)

cv2.imwrite ("cuadrados"+tiempo+".jpg", X)
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