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RESUMEN

El presente articulo estima la asimetria de la Ley de Okun para América
Latina, tomando como muestra a diez paises de América del Sur ademas
de México, Panama y El Salvador, ya que, estos paises son representativos,
el primero de ellos porque tiene un alto nivel de desarrollo econémico, el
segundo por su crecimiento durante la ultima década y en el caso de El
Salvador por tratarse de una economia dolarizada como es el caso
ecuatoriano.

En esta investigacion se aplicaron dos modelos econométricos de series de
tiempo, un modelo en Diferencias! de Corto Plazo y un Modelo GAP? de
Largo Plazo; para su desarrollo se utilizaron datos anuales recopilados de
las estadisticas del Banco Mundial, asi como de la Organizacién Mundial del
Trabajo (OIT).

Los resultados de este estudio demuestran en primera instancia que en el
modelo de diferencias hay una relacién negativa o inversa entre la
diferencia del Producto Interno Bruto, y la diferencia en el nivel de
Desempleo en la mayoria de los paises estudiados, excepto por Chile y El
Salvador.

Posteriormente se aplicé el modelo GAP de Largo Plazo en el que se observa
gue, en la mayoria de los paises estudiados, hay un equilibrio en las
variables utilizadas, cumpliéndose de esta manera las condiciones
macroeconométricas que permiten tener interpretaciones acertadas de los
posibles resultados.

A medida de que se vaya desarrollando el articulo se podra verificar las
distintas elasticidades® encontradas.

! Modelo en Diferencias.- Modelo que explica La diferencia del Logaritmo PIB Real menos su periodo
anterior en funcidn del Logaritmo del Desempleo menos su periodo anterior, asi mismo en el sentido
contrario.

2 Modelo GAP.- Modelo del Brechas. Modelo que explica la diferencia entre el Logaritmo del PIB Real y
su Producto Potencial en funcién de la diferencia entre el Logaritmo del Desempleo y su Tasa Natural,
asi mismo en el sentido contrario.

3 Elasticidad.- Sensibilidad que tiene una variable dependiente, cuando su variable independiente varia
en el uno por ciento.
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Asimetria.

Clasificacion JEL: C32, R11, R15
ABSTRACT

This article considers the asymmetry of Okun's Law for Latin America, for
which ten countries in South America were sampled as well as Mexico,
Panama and El Salvador, since these countries are representative due to the
first having a high level of economic development, the second due to its
growth over the past decade and in the case of El Salvador because it is a
"dollarized" economy, as is the Ecuadorian case.

In this research, two econometric time series models were applied; first,
Short-Term Model differences, and secondly, the GAP Long-Term model;
for their development annual statistics data collected by the World Bank
and the International Labor Organization (ILO) were used.

The results of this study demonstrate that at first instance in the differences
model there is a negative or inverse relationship between the difference of
gross domestic product, except chile and el salvador. The difference in the
level of unemployment, which should be interpreted to mean that, by
increasing the difference of one of the two factors, be it unemployment or
GDP, it will impact indirectly on another indicator respectively.

Then the GAP Long -Term model was applied and it was observed that in
most of the countries studied there is a balance in the variables used, thus
fulfilling the macro-econometric conditions applied. Elasticities found in the
model show that the relationship is negative, which validates the Okun
theory.

It was observed that the elasticities of some countrys are bigger than the
rest, so in the course of the article it will be evident.

Keywords: Unemployment, GDP, Okun’s Law, Cointegration, Asymmetry.

Clasificacion JEL: C32, R11, R15
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INTRODUCCION

El economista estadounidense Arthur Okun, profesor de la Universidad de
Yaley asesor de John F. Kennedy y Lyndon B. Johnson, formulé en la década
de los 1960 una ley que lleva su nombre y a través de la cual plantea la
existencia de una relacion inversa entre el Producto Interno Bruto Real y |a
Tasa de Desempleo de una economia; esto lo hace, en consideracion de
gue, cuando en una economia se presenta una fase de recuperacién o de
crecimiento, la necesidad de las empresas de contratar mano de obra se
vera afectada, por lo que, el desempleo se reducira, caso contrario cuando
una economia se encuentra en fase de recesion, las empresas reduciran la
mano de obra, despidiendo a empleados y causando asi un mayor nivel de
desempleo.

“Arthur M. Okun encontré que, si la brecha de producto se veia
incrementada en 3 puntos, el desempleo se veria reducido en 1 punto. Sin
embargo, los datos modernos y la econometria avanzada, han ayudado a
encontrar que la proporcion es de 2 a 1 (o tal vez 2,5) entre la producciéon y
la tasa de desempleo, la cual es mas representativa para los periodos
recientes”. [Samuelson y Nordhaus, 15 Ed.]

“Al ser esta ley una relacion que surgid de estudios empiricos no se
encuentran explicitamente modelos tedricos macroeconémicos que
relacionen ambas variables. Sin embargo, la abundante evidencia empirica
encontrada sobre su regularidad ha llevado incluso a que se la incluya en
los analisis macroecondmicos de los libros de texto, y que junto con la curva
de Philips se utilice como instrumento para evaluar politicas econdmicas”.
Sogner y Stiassny (2002).

Las diferencias entre paises de los coeficientes de Okun son muy
considerables y éstas podrian deberse a los factores que influyen sobre la
existencia de labour hoarding (atesoramiento o acumulacién de trabajo en
las recesiones). Se argumenta que, la legislacidon de proteccidon al empleo
que implica costes para las empresas a la hora de despedir a los
trabajadores, es uno de estos factores. En un trabajo publicado por el FMI
(WEO-2010) se estiman regresiones intentando explicar las diferencias de
los coeficientes de Okun entre paises y se incluyen como factores
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explicativos algunas variables que dan cuenta de las rigideces de los
mercados laborales. S6gner y Stiassny (2002)

Dentro del periodo de estudio (1980-2016) el problema del desempleo en
América Latina ha sufrido bastantes fluctuaciones, el promedio del
desempleo para los trece paises de estudio en estos 36 afos es de
aproximadamente 8.16%". Las empresas y la economia en su conjunto,
tendran entonces un reto complicado para que la gran cantidad de mano
de obra que no logra ubicarse dentro del mercado de trabajo, sea
transportada dentro de este.

Los paises de mayor desarrollo relativo, tienen una ventaja frente al resto,
debido a que, por su estabilidad econédmica, politica y juridica, estan en
mejores condiciones para generar empleo, en consecuencia, los
inversionistas extranjeros pueden poner su capital dentro de estas
economias con la confianza y seguridad de que los resultados seran
favorables; no asi en las economias en las que, se viven gobiernos que
manejan la economia sin un plan de politica econdmica a largo plazo.

El objetivo de este trabajo por lo tanto, es probar la ley de Okun en los
paises de América Latina y, encontrar la elasticidad o el cambio porcentual
entre la brecha de producto y la brecha de desempleo dentro del periodo
1980-2016.

El propdsito sera entonces poder estimar si existe una relaciéon
estadisticamente significativa entre la Brecha del Producto y la Brecha de
Desempleo tanto en el Largo como en el Corto Plazo. La prueba de Raiz
Unitaria, pruebas de Cointegraciéon y de Correccion de Errores validan el
hecho de que los resultados encontrados, no sean espurios.

Adicionalmente, en este articulo se realizan estimaciones basicas del
producto potencial y de la tasa natural de desempleo para todos los paises
en estudio. Estas estimaciones han sido seleccionadas con la finalidad de no
profundizar elementos que en este articulo no serdn de central discusion.

4 Dato generado por el autor, en base a los Datos Anuales del Banco Mundial. Periodo 1980-2016,
respecto de los paises en estudio.
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MARCO TEORICO

Esta investigacién tomard como guia el Articulo “Test of Okun’s Law in Some
Asian Countries Co-Integration Approach” de los Autores: Irfan Lal,
Sulaiman D. Muhammad, M. Anwer Jalil, y Adnan Hussain, todos ellos
Economistas Investigadores de la Universidad de Karachi en Pakistdn, y cuya
investigacion la realizan para los paises de Pakistan, India, China, Sri Lanka
and Bangladesh los mismos que corresponden a la regidn asiatica.

En primera instancia los autores estiman un modelo en diferencias del
Logaritmo del PIB Real en funcién de la diferencia en el Logaritmo de la Tasa
de Desempleo, este modelo resultaria ser unicamente de Corto Plazo, ya
que, al tratarse de diferencias, las variables correspondientes a cada uno de
los paises resultd ser 1(0)%; posteriormente estiman un modelo FMOLS’ de
Largo Plazo, con el Logaritmo de la Brecha del PIB en funcion del Logaritmo
de la Brecha de la Tasa de Desempleo, adjuntando los resultados de prueba
de raiz unitaria, decision de Cointegracion para testear el equilibrio de las
variables en el tiempo y Correccidén de Errores para la dindmica de corto
plazo.

En ese articulo se llega a la conclusidon de que, en los paises en desarrollo
no se puede saber con exactitud que tanto debera crecer una economia
para poder tener un determinado nivel de desempleo, debido a que, los
gobiernos de estos paises no permiten tener una estabilidad econémica ni
gubernamental de la cual se tome politicas econdmicas acertadas, lo que
invalida la teoria de NAIRU®, que hace referencia a que, cuando una
economia se encuentra en pleno empleo, existe un mantenimiento estable
en la tasa de inflacidon

Por su parte en el articulo:”Testing for Asymmetry in Okun's Law: A Cross-
Country Comparison” de los autores: Richard Harris y Brian Silverstone de
University of Durham vy University of Waikato de Inglaterra y Nueva
Zelanda respectivamente, se aplicé esta ley en siete paises de la OECD como
lo son: Australia, Alemania, Canad3, Japdn, Reino Unido, Nueva Zelanda y
Estados Unidos, en el mismo que se seiala que, de los paises examinados,

5> Articulo publicado en la revista “European Journal of Scientific Research”

61(0).- Hace referencia a una serie de orden cero, es decir, cuando la variable es estacionaria.

7 EMOLS.- Fully Modified Ordinary Least Squares, esta regresion fue originalmente disefiada por Phillips
and Hansen (1990)

8 NAIRU.- Non-Accelerating Inflation Rate of Unemployment
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solamente los Estados Unidos tiene probabilidades de experimentar
cambios en los niveles de desempleo y de produccion, los mismos que
restauren el equilibrio a largo plazo, mientras que, los otros paises recurren
a ajustes de precios a corto plazo durante las fluctuaciones para restablecer
los equilibrios del mercado.

Finalmente en el articulo: “The robustness of Okun's law: Evidence from
OECD countries” del autor: Jim Lee, de Texas A&M University, que realiza
su investigacion hacia 16 paises de la OECD, en el mismo que se evidencia
una coincidencia con el paper base utilizado para este articulo “Test of
Okun’s Law in Some Asian Countries Co-Integration Approach”,
especialmente en cuanto se refiere a que, las estimaciones de la Ley de
Okun entre los paises se encuentra lejos de ser uniformes.

Se puede entonces decir que, en relacion a las lecturas realizadas de
distintos papers para la realizacion de este escrito, existe cierta asimetria
entre los paises, generadas por politicas dirigidas hacia el mercado de
trabajo, especificamente hacia la rigidez laboral, y su vez que, las economias
mas fuertes, tienen mejores posibilidades de absorcion en ciclos
econdmicos depresivos, obteniendo asi equilibrios de largo plazo estables.

METODOLOGIA

ESPECIFICACION DEL MODELO

De acuerdo a los autores: Irfan Lal, Sulaiman D. Muhammad, M. Anwer Jalil,
y Adnan Hussain fueron planteados para estimar la Ley de Okun dos
modelos, el primero de ellos es denominado “Modelo en Primeras
Diferencias”, y el segundo el “Modelo GAP”; a continuacidon expresaremos
ambos modelo.

Yt—-Yt_; =a+ B(Ut—-Ut_,)+ B, Dummy + 1, (1)

En el primero modelo encontramos en el lado izquierdo de la ecuacion la
diferencia del logaritmo natural del PIB real con respecto a su periodo
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anterior, en funcidn del logaritmo natural de la tasa de desempleo con
respecto a su periodo anterior.

Por otro lado también se estima el modelo de forma inversa con el fin de
evaluar el impacto de la diferencia del logaritmo del desempleo con
respecto a la diferencia del logaritmo del PIB real.

Yt—-Yt"=a+ BUt—-Ut")+ n; (2)
Ut—Ut"=a+ Yt-Yt")+ n, (2.1)

En el segundo modelo, encontramos en el lado izquierdo el logaritmo de
brecha de producto (GAP Producto), en donde Yt* hace referencia al
producto potencial, el cual nos indica las fluctuaciones del producto y al
lado derecho de la ecuacion tenemos el logaritmo de la brecha del
desempleo (GAP Desempleo), en donde Ut* explica la tasa natural de
desempleo, expresando la tasa ciclica de desempleo.

De forma similar al caso anterior, se estima el modelo en su forma inversa
para medir el impacto que tiene el GAP del Desempleo con respecto a
variaciones en el GAP del PIB.

FUENTE DE DATOS

Los datos correspondientes a la tasa de desempleo, el Producto Interno
Bruto Real®, Nominal'®y el Deflactor del PIB!, han sido obtenidos de la Base
de Datos de la Organizacion Mundial del Trabajo (OIT) y del Banco Mundial
respectivamente. Para obtener el PIB Real, se ha dividido el PIB Nominal
para el Deflactor del PIB.

Por su parte para obtener el PIB potencial, se utilizé6 la metodologia
propuesta en el articulo “Test of Okun’s Law in Some Asian Countries Co-
Integration Approach”, en la cual se realizé la siguiente regresion:

% PIB Real.- Produccién de bienes y servicios a precios constantes. Afio base 2010.
10 pIB Nominal.- Produccidn de bienes y servicios a precios corrientes.
11 Deflactor del PIB.- Divisidn entre el PIB Nominal y el PIB Real, nos indica la variacién de los precios.
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Yt"= a+ ft+ € (3)

En la que tenemos al Producto Potencial, en funcion de una variable de
tendencia, por lo que para encontrar el PIB potencial, se ha considerado
tomar los valores ajustados (Fitted Values).

Enlo que corresponde a la Tasa Natural de Desempleo, se la realizé en base
alo propuesto en el articulo “Estimacién de la Ley de Okun para la economia
venezolana. Periodo 1999-2009”, en la cual se planted la siguiente
ecuacién para su estimacion

Ut= a+ B(Yt" —Yt)/Yt) + ¢ (4)

En donde a corresponde a una proxy de la Tasa Natural de Desempleo, ya
gue cuando la economia se encuentra en su Producto Potencial, esta tiende
a ubicarse en el Pleno Empleo.

METODOLOGIA ECONOMETRICA

En los modelo de serie de tiempo, generalmente las variables tienden a ser
no estacionarias, esto quiere decir que, si se realiza una regresion sin tomar
en cuenta este problema, esta regresion podria ser considerada espuria®?,
la cual nos generara resultados sesgados en cualquier investigacion.

Para testear si las variables son estacionarias, o no estacionarias se utiliza
el test de Augmented Dickey Fuller (ADF), siendo este un test de raiz
unitaria. Se denotara en el mismo las variable estacionarias como I(d), la
cual nos mostrara el orden de integracion de las variables. La regresion de
ADF es de la siguiente manera:

AY, = a+ BY, 4 + Z}(:LBjAYt—j + u (5)

12 Regresidn Espuria.- Regresidn que cuenta con una correlacion alta, pero que no muestra causalidad
entre las variables.
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En donde,

Y; =Serie de Tiempo

A = Operador de Primeras Diferencias
a = Intercepto

u; =Termino de Error

La Hipdtesis nula de este test es que la variable posee Raiz Unitaria, esto
quiere decir que, la variable es no estacionaria, fijandonos en p- value y
comparandolo con el nivel de significancia que sera del 95%, o ya bien en el
valor critico del estadistico ADF!3, se rechaza o no la Hipétesis; al aceptarla,
se procede a realizar el mismo test en primeras diferencias, y asi
sucesivamente hasta que rechacemos esta suposicion; finalizando con este
procedimiento, se prosigue entonces con testear la cointegracion entre las
variables.

ESTIMACION POR MINIMOS CUADRADOS ORDINARIOS (OLS)

Para los Modelos En Diferencias, lo primero que debemos notar es que, al
realizarse en primeras diferencias, si el resultado original de las series fuera
I(1), se corregiria inmediatamente el problema estacionaridad, generando
por lo tanto residuos de orden cero. Para comprobar esto, se realiza la
prueba de Raiz Unitaria para las variables, posteriormente, si las variables
son I(0) se procede a realizar la regresion de Corto Plazo para la estimacion
de sus elasticidades.

Es importante aclarar que, en estos modelos se han afadido variables
Dummy para recoger potenciales cambios estructurales en los paises ya
mencionados para el estudio y obtener asi resultados mas precisos. Para la
validacién de la introduccion de esta variable dicotdmica, se realizd el test
de Chow.

Cabe sefalar, que para los casos de Colombia, Ecuador, Peru y Venezuela,
el test de Chaw no fue significativo, pero basado en el test de residuos
recursivos y en las resefias econdmicas de estos paises se han utilizado las
variables de cambio estructural sefialadas.

13 Augmented Dickey Fuller
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Las Dummy seleccionadas para los distintos paises, son las siguientes:

ARGENTINA: Crisis Desocupacional, 1993-1998

BRASIL: Hiperinflacion y Crecimiento Atipico, 1991,2010
BOLIVIA: Hiperinflacién, 1984

COLOMBIA: Crisis Econémica, 1999

ECUADOR: Dolarizacion, 1999-2000

El SALVADOR: Crisis Financiera, 2009

PANAMA: Intervencionismo y Terremoto, 1988, 1991
PERU: Hiperinflacién, 1990

VENEZUELA: Crisis Petrolera, 2003

OO NOULREWNPRE

ESTIMACION POR MINIMOS CUADRADOS COMPLETAMENTE
MODIFICADOS (FMOLS)

Una vez obtenido el orden de cointegracidon entre las variables, se podra
continuar con la estimacion de las elasticidades de Largo Plazo, mediante
FMOLS introducido por Philips y Hansen, (1990) método de estimacién que
nos presenta las mejores estimaciones de cointegracidn posibles, ya que a
comparacion de las regresiones comunes (MCO,0OLS), nos permite
encontrar eficiencia asintética (Distribucion Normal), estimadores robustos
para pruebas de hipétesis y lidia con posibles problemas de endogeneidad
en los regresores, ademas de que, nos permite explicar la correlacion serial
estacionaria de un mismo orden, para la aplicacion de este método por lo
tanto debe cumplirse la condicidon de que, las variables cointegren al menos
siendo I(1), o del mismo orden.

El Test de Cointegracion es utilizado para poder ver si las variables tienen
un equilibrio en el Largo Plazo; para el Test de cointegracion utilizando Ia
técnica de Engle y Granger (1987), considerando que, esta técnica es de un
modelo bivariante, no asi otros tests como los son ARDL, Jhonson’s, por
ejemplo, que se ocupan mas bien para modelos con una mayor cantidad
de variables.

A continuacion se explicara los pasos necesarios para la realizacion de éste
modelo:
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PASO 1: se testea el orden de integracion de las variables a utilizar,
enfatizando que, para que el test de Engle y Granger tenga validez, las
variables a utilizar deberdn tener el mismo orden de integracién, caso
contrario se determinara que no existe cointegracién, y a su vez, si las
variables son estacionarias, ya no habra necesidad de aplicar esta forma de
estimacioén. Para probar el orden de integracion se utilizard como ya se
habia mencionado anteriormente, el test ADF.

PASO 2: Luego de comprobar que las variables corresponden a un mismo
orden, se prosigue con la realizacidén de una estimacién de largo plazo entre
el GAP Producto con respecto al GAP de Desempleo y viceversa; en este
caso, se toman los residuos de la estimacion y se realiza la prueba de ADF,
si ésta serie es estacionaria, entonces se puede concluir de que, existe
cointegraciéon entre las variables (1,1), siempre que las variables eran
ambas de orden uno, indicdndonos de esta forma, que existe un equilibrio
en el Largo Plazo, caso contrario, si los residuos son no estacionarios, se
concluye de que, no existe una relacidn entre las variables en el Largo Plazo.

Por lo tanto, una vez verificada la existencia de cointegracién, se procede a
realizar el modelo del Corto Plazo mediante el método Correccion de
Errores, que seria el siguiente:

A GAPPIB = a+ (1A GAPDES + Byu;_q + & (6)
Al realizar este modelo, nos fijaremos en la significancia del residuo de
Largo Plazo rezagado, ya sea este negativo o positivo, fendmeno que nos

indica la velocidad de ajuste que tienen las variables para volver al equilibrio
de Largo Plazo cuando estas estan sometidas a un shock o desviacion.
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RESULTADOS EMPIRICOS

MODELOS EN DIFERENCIAS

TABLA 1: Test de Raiz Unitaria.

ADF
PAIS LOGDIFPIB LOGDIFDES DECISION
P-VALUE|LAGS| P-VALUE LAGS

ARGENTINA | 0.0001 0 0 0 ESTACIONARIA

BOLIVIA 0.0021 2 0 1 1(1,0)
BRASIL 0.002 0 0.0035 2 ESTACIONARIA

CHILE 0.0001 1 0 0 1(0,2)
COLOMBIA 0.0014 0 0.0002 0 ESTACIONARIA
ECUADOR 0.0063 1 0 0 ESTACIONARIA
ELSALVADOR | 0.0128 1 0 2 ESTACIONARIA
MEXICO 0 0 0.0006 0 ESTACIONARIA
PANAMA 0.0006 1 0 0 ESTACIONARIA
PARAGUAY 0.0054 1 0 1 ESTACIONARIA
PERU 0.0024 0 0 0 ESTACIONARIA
URUGUAY 0.0042 1 0.0269 2 ESTACIONARIA
VENEZUELA | 0.0001 0 0.0048 1 ESTACIONARIA

Fuente: Banco Mundial, Organizacion Internacional del Trabajo.
Elaboracion: Autor.

Esta tabla 1, nos muestra el proceso de Raiz Unitaria, testeado por el
método de Augmented Dickey Fuller (ADF), el mismo que, nos explica la

estacionaridad o no de las variables a utilizar.

En los paises en donde se han encontrado variables no estacionarias, es
decir cuando el orden de integracién es igual o mayor a uno, se ha
especificado mediante 1(1,0), lo cual nos explica que la primera variable es
de orden uno, mientras que la segunda es de orden cero, y por lo tanto es

estacionaria.
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TABLA 2: Estimacion por Minimos Cuadrados Ordinarios.

Yt—-Yt_; =a+ B(Ut—-Ut_,)+ B, Dummy + 1,

MODELOS EN DIFERENCIAS
PAIS BETA ESTIMADO | T-STATISTIC| P-VALUE
ARGENTINA -0.25 -6.27 0)
BOLIVIA -0.022 -3.31 0.0025
BRASIL -0.13 -5.32 0)
CHILE 0.017738 2.242227 0.0325
COLOMBIA -0.048 -2.16 0.0384
ECUADOR -0.056 -3.26 0.0032
EL SALVADOR 0.04 1.88 0.0719
MEXICO -0.1 -3.14 0.0047
PANAMA -0.155 -4.73 0)
PARAGUAY -0.049 -1.99 0.0541
PERU -0.044 -1.87 0.0705
URUGUAY -0.22 -3.65 0.0012
VENEZUELA -0.24 -6.84 )

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.
Elaboracién: Autor.

Aqui, en la Tabla 2 podemos encontrar las elasticidades en diferencias para
los paises estudiados, en donde observamos que, la gran mayoria de paises
cumple con el signo esperado, con excepcion de Chile y El Salvador, en
donde se puede notar que existe una relacidén positiva entre las variables,
resultado que sin dudas nos genera una interrogante, el resultado podria
ser debido a la Data utilizada, o bien por la omision de variables.
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TABLA 3: Estimacidn por Minimos Cuadrados Ordinarios.

Ut — Ut_l =a-+ ﬂl(Yt_ Yt_l) +ﬁ2 Dummy + Nt

MODELOS EN DIFERENCIAS
PAIS BETA ESTIMADO| T-STATISTIC P-VALUE
ARGENTINA -2.419944 -6.279831 0]
BOLIVIA -4.836175 -1.640354 0.1104
BRASIL -3.415141 -5.277245 0]
CHILE 4.795988 1.5259 0.1379
COLOMBIA -3.137714 -3.318073 0.0023
ECUADOR -4.468714 -3.398095 0.0024
EL SALVADOR 4.110915 2.248311 0.0333
MEXICO -3.855588 -3.885976 0.0007
PANAMA -2.307684 -5.538388 0]
PARAGUAY -2.001557 -1.792924 0.0831
PERU -2.42277 -1.905135 0.0679
URUGUAY -2.452391 -5.948673 0]
VENEZUELA -2.272833 -6.309475 0

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.

Elaboracion: Autor.

En la Tabla-3 se encuentran las elasticidades en diferencias para los paises
estudiados, en el caso de Bolivia, el modelo resulta ser no significativo. Se
puede observar que, la gran mayoria cumple con el signo esperado, con la
excepcion de Chile y El Salvador, en donde el resultado para el primero de
ellos es no significativo. Para El Salvador existe una relacidon positiva entre
las variables, lo cual nos genera una interrogante que podria ser resultado
de la Data o bien de la omisién de variables.
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MODELOS GAP

TABLA 4: Test de Raiz Unitaria.

ADF
DA LOGBRECHAPIB LOGBRECHADES (<
P-VALUE LAGS |P-VALUE|LAGS
ARGENTINA 0 0 0 0 1(1,1)
BOLIVIA 0.0004 2 0.0015 | 2 1(1,1)
BRASIL 0 0 0 0 1(1,1)
CHILE 0 2 0 0 1(1,1)
COLOMBIA 0 0 0.0002 | O 1(1,1)
ECUADOR 0.0042 2 0 0 1(1,1)
EL SALVADOR 0.0003 2 0 2 1(1,1)
MEXICO 0.0023 2 0.0139 | 1 |ESTACIONARIA
PANAMA 0.0084 0 0 0 1(1,1)
PARAGUAY 0.0248 2 0.0117 | 2 |ESTACIONARIA
PERU 0.0474 4 0.036 | 7 1(1,1)
URUGUAY 0.0232 2 0.0271 | 2 |ESTACIONARIA
VENEZUELA 0.0185 2 0.0046 | 1 |ESTACIONARIA

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.

Elaboracion: Autor.

La Tabla 4 por su parte exhibe los resultados del test de Raiz Unitaria
Augmented Dickey Fuller (ADF), en donde, se encuentra que, en su mayoria
las variables son de orden uno, lo cual nos permite realizar el test de
cointegracién, por otro lado, se observa que cuatro paises como son:
México, Paraguay, Uruguay y Venezuela, muestran que sus variables del
andlisis son estacionarias, lo cual invalida la utilizacién de la estimacion
mediante FMOLS, por lo que, para estos paises sera Unicamente necesaria
la aplicacidon de una regresidon por Minimos Cuadrados Ordinarios (MCO).
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TABLA 5: Engle y Granger.

Yt—-Yt"=a+ BUt—-Ut")+ n;

ENGLE Y GRANGER
PAIS T-STATISTIC P-VALUE DECISION
ARGENTINA | -3.186367 0.0023 COINTEGRA
BOLIVIA -2.114557 0.0349 COINTEGRA
BRASIL -1.727369 0.0796 NO COINT
CHILE -2.495887 0.0142 COINTEGRA
COLOMBIA -2.08931 0.0371 COINTEGRA
ECUADOR -3.393753 0.0014 COINTEGRA
EL SALVADOR| -3.004802 0.0042 COINTEGRA
MEXICO - - -
PANAMA -2.715603 0.0083 COINTEGRA
PARAGUAY - - -
PERU -2.158417 0.0319 COINTEGRA
URUGUAY - - -
VENEZUELA - - -

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.
Elaboracién: Autor.

En la presente Tabla, se resumen los resultados del analisis de
cointegracion, entre el logaritmo de la brecha del producto y el logaritmo
de la brecha del desempleo. El test utilizado, nos permite encontrar si existe
una relacidon entre las variables en el Largo Plazo; recordemos que, la
condicién previa para la utilizacion de este Test, fue de que las variables
correspondan a un mismo orden de integracion, razén por la cual para el
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caso de México, Paraguay, Uruguay y Venezuela, no se continua con la
aplicacion subsiguiente.

Luego de encontrar la relacidn entre las variables, si éstas han cointegrado,
se utilizara el test de Phillips y Hansen (1990) “FMOLS**” que nos permite
estimar las elasticidades de los distintos paises.

TABLA 6: Engle y Granger.

Ut—Ut"'=a+ Yt-Yt")+ n,

ENGLE Y GRANGER
PAIS T-STATISTIC P-VALUE DECISION
ARGENTINA -2.178856 0.0301 COINTEGRA
BOLIVIA -1.714452 0.0817 NO COINT
BRASIL -4.626411 0.0038 COINTEGRA
CHILE -2.286788 0.0235 COINTEGRA
COLOMBIA -5.027723 0 COINTEGRA
ECUADOR -4.058466 0.0002 COINTEGRA
ELSALVADOR | -9.573763 0 COINTEGRA
MEXICO - - -
PANAMA -1.247909 0.1907 NO COINT
PARAGUAY - - -
PERU -2.214171 0.0288 COINTEGRA
URUGUAY - - -
VENEZUELA - - -

Fuente: Banco Mundial, Organizacion Internacional del Trabajo.
Elaboracion: Autor.

En el presente cuadro, al igual que en el cuadro anterior, se resumen los
resultados del anadlisis de cointegracion, entre el logaritmo de la brecha del
desempleo vy el logaritmo de la brecha del PIB. El test utilizado, nos posibilita
encontrar o no una relacién entre las variables en el Largo Plazo;
recordemos que, la condicion previa para la utilizacion de este Test, fue de
que las variables correspondan a un mismo orden de integracién, por lo

14 FMOLS.- Minimos Cuadrados Completamente Modificados
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gue, para el caso de México, Paraguay, Uruguay y Venezuela, no se prosigue
con este analisis.

Luego de encontrar la relacidn entre las variables, si estas han cointegrado,

se utilizara el test de Phillips y Hansen (1990) “FMOLS®” para estimar las
elasticidades de los distintos paises.

TABLA 7: Estimacion FMOLS.

Yt—-Yt'=a+ BUt-Ut")+ n;

FMOLS
PAIS COEFICIENTE T-VALUE P-VALUE
ARGENTINA -0.11 -9.9979 0
BOLIVIA -0.142347 -4.545991 0.0001
CHILE 0.03027 1.193198 0.2445
COLOMBIA -0.330114 -12.83686 0
ECUADOR -0.223267 -11.50162 0
EL SALVADOR -0.132629 -2.395657 0.0251
PANAMA -0.342438 -26.538 0
PERU -0.382995 -1.64264 0

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.
Elaboracion: Autor.

Esta tabla nos muestra los resultados de las elasticidades encontradas por
el modelo para el Largo Plazo, en el que, se puede observar que, para el
caso de Chile, el resultado es no significativo, lo cual concuerda con las
estimaciones ya realizadas anteriormente para dicho pais en este mismo
articulo. Por el contrario, para el caso de Brasil, debido a que sus variables
no cointegran no se prosiguié con la realizacién de su estimacion,
asumiendo un desequilibrio entre las variables planteadas en el largo plazo.

15 FMOLS.- Minimos Cuadrados Completamente Modificados
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TABLA 8: Estimacion por MCO.

MCO
PAIS COEFICIENTE |T-VALUE |P-VALUE
MEXICO -0.022969 | -0.972636| 0.3413
PARAGUAY -0.168852 | -3.799552 | 0.0006
URUGUAY -0.312946 | -16.29733 0)
VENEZUELA -0.279412 | -11.99209 0)

Fuente: Banco Mundial, Organizacién Internacional del Trabajo.
Elaboracién: Autor.

La Tabla 8 nos exhibe los resultados de las elasticidades correspondientes
a las regresiones estacionarias. En el caso de México, resultd ser no
significativo el modelo.

TABLA 9: Estimacion por FMOLS.

Ut—Ut'=a+ BYt—-Yt") + n;

FMOLS
PAIS COEFICIENTE T-VALUE P-VALUE
ARGENTINA -2.902137 -13.8565 0
BRASIL -4.48447 -7.280327 0
CHILE 1.114039 2.927925 0.0065
COLOMBIA -1.62337 -10.31832 0
ECUADOR -3.964744 -11.91191 0
EL SALVADOR -2.051507 -2.859457 0.0078
PERU -0.871306 -3.765048 0.0009

Fuente: Banco Mundial, Organizacion Internacional del Trabajo.
Elaboracion: Autor.

Esta tabla nos sefiala los resultados de las elasticidades encontradas por el
modelo para el Largo Plazo, en el que, se puede observar que Chile tiene un

signo positivo, sin que se encentre una explicacion tedrica valida para este
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resultados, excepto por una especificacién insuficiente en la especificaciéon
del modelo planteado en este estudio.

Para los casos de Bolivia y de Panama, no se estimaron sus elasticidades,

debido a que estos paises no pasaron la prueba de cointegracion,
interpretando esto como un desequilibrio en las variables en el largo plazo.

TABLA 10: Estimacion por MCO.

MCO
PAIS COEFICIENTE T-VALUE P-VALUE
MEXICO -0.858241 -0.941993 0.3564
PARAGUAY -1.418534 -3.743454 0.0007
URUGUAY -1.349273 -8.059028 0
VENEZUELA -2.711952 -12.22778 0

Fuente: Banco Mundial, Organizacidn Internacional del Trabajo.
Elaboracién: Autor.

Los resultados que aqui se observan, demuestran las elasticidades
correspondientes a las regresiones estacionarias. Para el caso de México,
resulté ser no significativo el modelo.

TABLA 11: Resultados Modelo de Correccion de Errores.

A GAPPIB = a-+ BlA GAPDES + ﬂzut_l + gt
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CORRECCION DE ERRORES

PAIS COEFICIENTE STD ERROR| T-VALUE |P-VALUE
ARGENTINA -0.414474 0.101617 |-4.078798| 0.0003
BOLIVIA -0.247128 0.084395 |-2.928187| 0.0074
CHILE 0.074095 0.177826 | 0.416672 | 0.681
COLOMBIA -0.176295 0.149704 |-1.177626| 0.2492

ECUADOR -0.569762 0.089251 |-6.383823 0

EL SALVADOR -0.224267 0.245129 |-0.914895| 0.3702
PANAMA -0.806675 0.207882 |-3.880442| 0.0006
PERU -0.192578 0.147497 |-1.305641| 0.2052

Fuente: Banco Mundial, Organizacién Internacional del Trabajo.
Elaboracién: Autor.

Los resultados obtenidos demuestran el comportamiento de corto plazo,
aqui las variables se espera que tengan una significancia mayor, pero
debido a las pocas variables explicadas en el modelo de Largo Plazo se
puede justificar los resultados obtenidos. Los coeficientes que se obtienen,
demuestran la velocidad de ajustes hacia el equilibrio de Largo Plazo que
tienen los paises ante shocks o desviaciones en las variables. Se puede
observar que Panama es el pais que mas rapido vuelve al equilibrio ante
shocks en las variables.

TABLA 12: Resultados Modelo de Correccion de Errores.

AGAPDES = a + B,A GAPPIB + Bu,_, + &
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CORRECCION DE ERRORES

PAIS COEFICIENTE | STDERROR | T-VALUE | P-VALUE
ARGENTINA 0.361874 0.191683 | 1.887828 0.0695
BRASIL -0.226224 0.167508 | -1.350525 0.1894
CHILE -0.295167 0.15898 | -1.856632 0.0735
COLOMBIA 0.210754 0.215922 | 0.976066 0.3377
ECUADOR -0.871876 0.22461 | -3.881737 0.0006

EL SALVADOR -0.833566 0.121754 | -6.846291 0

PERU -0.412224 0.184684 | -2.232045 0.0348

Fuente: Banco Mundial, Organizacién Internacional del Trabajo.
Elaboracién: Autor.

Al igual que en el cuadro anterior, los resultados muestran el
comportamiento de corto plazo, aqui las variables se espera que tengan una
significancia mayor, pero debido a las pocas variables explicadas en el
modelo de Largo Plazo se puede justificar los resultados obtenidos. Los
coeficientes que se obtienen, nos demuestran la velocidad de ajustes hacia
el equilibrio de Largo Plazo que tienen los paises ante shocks en las
variables. Ecuador en este caso es el pais que se ajusta ante shocks en las
variables, con mayor velocidad.

DISCUSION Y CONCLUSIONES
DISCUSION

En el paper base “Test of Okun’s Law in Some Asian Countries Co-
Integration Approach”, se obtienen resultados de las estimaciones para los
paises asiaticos en vias de desarrollo, resultados que, no se alejan a los
encontrados para el presente estudio, y los cuales concluyen en una
asimetria existente en la regién asidtica, los resultados obtenidos en este
paper varian desde un coeficiente de (-0.03; -0.56), comparado con este
estudio que obtiene coeficientes entre -0.02 y -0.34, todos ellos, menores
a 1y ubicandose en rangos similares.
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Se debe acotar que, para las estimaciones de la tasa natural de desempleo,
cuando se han realizado estudios en particulares, estos han restado de la
tasa estimada, una tasa de desempleo oculta, la cual no se ha tomado en
cuenta en este estudio, factor que posiblemente genere esta diferencia en
los resultados, debido a un incremento en la brecha de la tasa de
desempleo.

Es necesario acotar que este articulo aborda por primera vez un analisis de
la Asimetria de la Ley de Okun para un grupo importante de paises de
América Latina, y con un método de estimacion que difiere con el resto de
investigaciones que se han realizado individualmente en los paises de la
region.

CONCLUSIONES

La teoria de Okun aplicada para los paises de América Latina, nos demuestra
gue, en la mayoria de los paises estudiados hay una relacidon negativa, entre
el Producto Interno Bruto y la Tasa de Desempleo, validando con ello los
resultados obtenidos, pues tienen coincidencia con lo planteado por el
economista estadounidense, autor de esta teoria, excepto para Chile y El
Salvador, la cual puede ser generada por problemas en la Data, o por la
omisién de datos del modelo.

Respecto a los resultados obtenidos por las estimaciones en diferencias,
éstas nos demuestran que, existe una relacion elastica entre la diferencia
de la Tasa de Desempleo y la diferencia del PIB real, lo cual quiere decir que,
al existir un incremento del uno por ciento en el diferencia del PIB real, se
obtendra un decrecimiento mas que proporcional en la diferencia de la Tasa
de Desempleo; caso contrario, al existir un incremento en la diferencia de
la Tasa de Desempleo del uno por ciento se espera una relacion inelastica
en la disminucién de la diferencia del PIB real.

Se han encontrado distintos grupos de paises de acuerdo a los resultados

encontrados, por lo que se separara dependiendo de la sensibilidad que
estos tienen frente a las variaciones en la diferencia del PIB Real.
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e Grupo 1: se nota una sensibilidad que oscila entre el dos y el tres por
ciento encontrando aqui a Argentina, Panama, Paraguay, Perq,
Uruguay y Venezuela.

e Grupo 2: oscila una sensibilidad entre el tres y el cuatro por ciento,
teniendo aqui los casos de Brasil, Colombia, México.

e Grupo 3: en el que se evidencia una sensibilidad mayor al tres por
ciento se ubican Ecuador y Bolivia.

Concluyendo este analisis, se puede senalar que si se generan politicas
econodmicas destinadas hacia el fomento de la produccidon ya sea con
inversion local, asi como de inversion extranjera, el ultimo grupo tendra
mejores perspectivas en la disminucién del desempleo.

No es el mismo caso de Chile y El Salvador, paises que no cumplen con la
relacion esperada por esta ley, en los cuales no se ha podido encontrar
teoria suficiente que respalden sus resultados.

En el caso del Modelo de GAP o Modelo de Brechas hemos ubicado de igual
manera a los paises en grupos para tener un mejor analisis del impacto que
tiene un incremento en la Brecha del PIB con respecto a la Brecha del
Desempleo en el largo plazo.

e En el Grupo 1: se ubican los paises en los que se encuentra una
elasticidad de caracter inelastica, esto quiere decir que la reduccion
de la Brecha del Desempleo frente a las variaciones del uno por
ciento en la Brecha del Producto Interno Bruto serdn menos que
proporcionales, en este grupo se ubican los paises de México y Peru
respectivamente.

e Enel Grupo 2: tenemos a paises que son eldsticos, es decir en donde
sus elasticidades oscilan entre uno y el dos por ciento, esto quiere
decir que la reduccién de la Brecha del Desempleo frente a las
variaciones del uno por ciento en la Brecha del Producto Interno
Bruto seran mas que proporcionales, encontrando aqui a Colombia,
Paraguay y Uruguay.
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e En el Grupo 3: se han ubicado a los paises en los que su sensibilidad
oscila entre dos y tres por ciento, siendo estos al igual que en el
grupo anterior elasticos, pero con una sensibilidad mayor,
encontrando en este grupo a Argentina, El Salvador y Venezuela

e Finalmente dentro del Grupo 4 se identifica a Brasil y Ecuador, paises
en donde su elasticidad por ser mayor al tres por ciento, son mas
propensos a una reduccidén en su Brecha de Desempleo frente a
variaciones en la Brecha del PIB.

Para el caso ecuatoriano, se puede ver que, en las dos estimaciones
propuestas en este trabajo, resulté ser el mas elastico, siendo por lo tanto
mas propenso a variaciones en tasa de desempleo ante variaciones en el
producto, sugiriendo incorporar este resultado en cualquier disefo de la
matriz productiva.

Por ultimo, al analizar la relacion entre la Brecha del PIB, en funcion de la
Brecha de Desempleo, se obtienen resultados de caracter inelastico,
concluyendo asi que, ante incrementos en el uno por ciento en la Brecha
del Desempleo, las reducciones en la Brecha del PIB de los paises en estudio
se veran disminuidas menos que proporcionalmente, oscilando estas
variaciones entre el 0.02 al 0.34 por ciento.

Con los resultados obtenidos, se demuestra que, existe una asimetria entre
los paises motivo del presente estudio, lo que implica que, no se puede
sugerir politicas econdmicas similares por las diferencias de caracter
econdmico, politico, social que han vivido cada uno de los respectivos
paises durante el periodo de estudio, , y sin que exista una politica
econdmica estructural en la mayor parte de los paises en vias de desarrollo,
qgue conlleven a realizar proyecciones que puedan ser utilizadas para la
toma de decisiones.

RECOMENDACIONES
La recomendacion que me permito proponer es que, los paises que cuenten

con una elasticidad mayor entre la Tasa de Desempleo y el PIB Real, deben
generar politicas econdmicas destinadas al fomento de la produccién, que
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posibiliten la creacidn de plazas de trabajo y que reduzcan de una manera
mas que proporcional la tasa de desempleo.

Es necesario sefialar que, para que estas politicas generen resultados
positivos para la economia, se necesitara un trabajo complementario entre
el sector publico y el sector privado.

Se necesitara por lo tanto de un gobierno e instituciones serias, que formen
un panorama de estabilidad econdmica, que garantice a los empresarios e
inversores un escenario fructifero, para que estos gocen de la confianza y
seguridad que necesitan.

Para generar analisis mas minuciosos para la Ley de Okun, se deberia
profundizar en estimaciones enfocadas en el PIB Potencial y en la Tasa
Natural de Desempleo, variables que serian de gran impacto para futuras
investigaciones.
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ANEXO 1: ESTIMACIONES EN DIFERENCIAS, TEST DE AUTO-CORRELACION

Y TEST DE CHOW?é,
ARGENTINA

REGRESION

[=] Equation: REGDIFCP Workfile: MODELO ARGENTINA:... - O X

[UiewIP‘rocI Db_iect] [PriﬂtINEmEIFrEEIE] [EstimatEIForecastIStatsIRESids]

Cependent Wariable: DIFLOGPIBR

Method: Least Squares

Cate: 111417 Time: 17:25

Sample (adjusted): 1982 2016

Included observations: 25 after adjustments

Variable Coefficient Std. Error t-Statistic Frob.
(i 0009985 000323284 2950921 00058
DIFLOGDES -0.253497 0.049061 5167012 00000
RESIDALUTO-1) 0.509219 0171066 2976735 0.0055
R-=quared 0464376 Mean dependent var 0.009116
Adjusted R-squared 0430900 S.D. dependentwvar 0026483
S E. of regression 0.019978 Akaike info criterion -4 906536
Sum squared resid 0012772 Schwarz criterion -4 FF 3220
Log likelinood 88.86437 Hannan-Quinn criter. -4 860515
F-statistic 13.87172  Durbin-Watson stat 1.708371
Prob({F-statistic) 0.000046

-

PRUEBA DE AUTO-CORRELACION

=] Equation: REGDIFCP Workfile: MODELDO ARGENTIMNACUMtItIe... — & X

[‘Jiewl Procl Dbject] [Printl MHMame I Freeze] [Estimate I Forecastl Stats I Resids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.204220 Prob. F(2,20) 0.28563
Obs*R-squared 2 Fa9a748 Prob. Chi-Sguare(Z}) 024656

Test Equation:

Dependent Variable: RESID

Method: Least Sguares

Drate: 111417 Time: 1706

Sample: 1982 2016

Included cbhservations: 35

Presample missing value lagged residuals set to zero.

Variable Coefficient Std. Error t-Statistic Froo.
Lo -6.28E-05 0.0033252 -0.0190328 0.9849
DIFLOGDES -0.019842 0.0532409 -0.37T1509 0. 7129
RESIDAUTO-1) -0.F73346569 0. 4847325 -1.5131324 01407
RESID(-1}) o.808820 0.5043229 1. 602756 o.1192
RESID(-2) 0.254586 0.294120 1.229581 0.2247
R-squared 0079993 Mean dependent var 1.78E-18
Adjusted R-sguared -0.042675 S.D. dependent var 0019282
S.E. of regression 0019791 Akaike info criterion -4 875624
Sum squared resid 0011750 Schwarz criterion -4 653431
Log likelinood 90 32341 Hannan-Cuinn criter. -4 F7ag923
F-statistic 0652110 Durbin-Watson stat a1.asvoss
FProb(F-statistic) 0.529897

REGRESION INVERSA

16 En el test de Breush Pagan se acepta la hipétesis nula de Homoscedasticidad en todos los casos
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(=] Equation: REGINVERSA Workfile: MODELO ARGENTL.. — O Xx
[‘u‘iewIProcIDbject] [PriﬂtINEmEIFrEEIE] [EstimateIForecastIStatisesids]
Dependent Wariable: DIFLOGDES
Method: Least Sgquares
Date: 10/M16M17FT Time: 2212
Sample (adjusted): 1921 2016
Included observations: 26 after adjustments
Wariable Coeflicient Std. Error t-Statistic FProb.
= 0018414 0.010423 1. 765888 0.0867
OIFLOGPIBR -2.419944 0.3285352 -6.279831 0.0000
DM MY 0167531 0.036746 4 559120 0.0001
R-squared 0.591917 Mean dependent var 00126328
Adjusted R-squared 0567184 S D. dependent var 00888583
=.E. ofregression 0.053455 Akaike info criterion -2.761464
Sum squared resid 0112761 Schwarz criterion -2 629504
Log likelihood 5270635 Hannan-Quinn criter. -2 715406
F-statistic 22.93291 Churbin-VWatson stat 1.934045
FProb({F-statistic) 0. 000000
PRUEBA DE AUTO-CORRELACION
[=] Equation: REGINVERSA Workfile: MODELO ARGEM.. — & x
[ViewIProcIDbject] [PrintINEmEIFrEEZE] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-=tatistic 0.542225 Prob. F{2,321) 0.5269
CObs"R-squared 1. 2165795 FProb. Chi-Sqguare(2) 0. 5442
Test Equation:
Dependaent WVariable: RESID
Method: Least Sqguares
Date: 111417 Time: 1727
Sample: 1981 2016
Included observations: 26
Fresample missing value lagged residuals setto zero.
Wariable Coaefficient Std. Error t-Statistic FrobD.
L 2. 3TE-0O5 o.o010519 D002 17F6 0.9975
DIFLOSPIBER -0.047215 0.297759 -0.118702 0.9062
L) B R 0005144 0027 F31 0. 152823 0.8717F
RESID(-1) 0178512 01853271 -0.952998 0.24320
RESIC(—2) o.0z255938 O.184579 0. 192754 08454
R-=quared 0022800 Mean dependaent var -5 01E-18
Adjusted R-squared -0 020371 S D dependent var 0056750
S.E. ofregression 0059283 Akaike info criterion -2 . 684T327T
Sum squared resid o 105949 Schwarz criterion -2 454304
Log likelihood 52 . 32526 Hannmnan-Cuinn criter. -2 607974
F-statistic D.27F¥1112 Durbin-Watson stat 1.556716
FProb(F-statistic) 0.8943225

TEST DE CHOW

(=] Equation: REGINVERSA Woaorkfile: MODELO ARGENTIL.. — & x

["u"iewl P'rcucIDbject] [PrintINameIFreezE] [EstimateIForecastIStatSIResidS]

Chow Breakpoint Test: 1997

FMull Hypothesis: Mo breaks at specified breakpoints
Varying regressors:. All equation variables

Equation Sample: 1981 2016

F-statistic 4 711424 Prob. F(2,32) 00161
Log likelinood ratio 9. 291482 Frob. Chi-Square(2) 0.0096
Wald Statistic 9422848 FProb. Chi-Square(2) 0.0090
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REGRESION
(=] Equation: REGCPCONDUMMY Workfile: MODELO BOLIVIA:Untit... - O X
[‘u‘iewIProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatsIRE:ids]
Ciependent Variable: D(DIFLOGPIBR)
Method: Least Squares
Date: 09/12M7F Time: 20:16
Sample (adjusted): 1984 2016
Included ocbservations: 232 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C -0.000298 0000980 -0.203609 0. 7536
DIFLOGDES -0.022225 0.006708 -3.313053 0.0025
RESIDCPCOMNDUMMYPARAAUTO-1) -0.603636 0.204412 -2 953033 0.0062
DUMMY 1924 0017129 0.004076 4. 202070 0.0002
R-squared 0.578149 Mean dependent var o.001094
Adjusted R-squared 0.524509 S.D. dependentvar 0.007926
=.E. of regression 0005408 Akaike info criterion -7.428816
Sum squared resid 0000848 Schwarz criterion -7.2307421
Log likelinood 127 5655 Hannan-Quinn criter. -7 42T 782
F-statistic 132.24821 Durbin-VWatson stat 1.952112
Prob({F-statistic) 0.000013
PRUEBA DE AUTO-CORRELACION
[=] Equation: REGCPCOMNDUMBMY  Workfile: MODELO BOLIVIA:UNRtI... — B 3

[‘u‘iewl ProcIDbject] [Print:[ NEmEIFrEEZE] [Estimate I Forecastl StatsIResids]

Breusch-GSodfrey Serial Correlation LM Test:

F-statistic 0.45324327 FProbD. F{2,27) 0.6402
Obs"R-squared 1.07232832 FProb. Chi-Sqguare(2) 0.5850

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 111417 Time: 17:22

Sample: 1984 2016

Included observations: 23

FPresample missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic FProb.
(- -7T.B5E-05 0001004 -0.078251 0.9382
DIFLOGDES -0, 000561 0.006864 -0.081657 0.9355
RESIDCPCOMDUMMY PARASAILITO-1) 0040112 0667811 D.060066 0.9525
DUMMY 19284 00006632 0004424 01498732 0.2220
RESID-1) -0.026456 0.65432297 0041141 09675
RESIDH-2) 0187247 0. 2014032 0.9297132 02608
R-squared 0.032495 Mean dependent var 2.81E-19
Adjusted R-sguared -0 146671 =D, dependent var 0.005148
S.E. ofregression o.005512 Akaike info criterion -7 400640
Sum squared resid 00003820 Schwarz criterion -F. 128548
Log likelinood 128.1106 Hannan-Qiwuinn criter. -¥.309090
F-statistic 0181375 Curbin-v"Watson stat 1.922598

Proo(F-statistic) 0.967230
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TEST DE CHOW
(=] Equation: UNTITLED Workfile: MODELO BOLIVIA:UNt.. — &= X
[ViewlProcIDbject] [PrintINameIFreeze] [EstimateIForecastIStatsIResids]
Chow Breakpoint Test: 1984
Mull Hypothesis: Mo breaks at specified breakpoints
YWarying regressars: All equation variables
Equation Sample: 19282 2016
F-statistic 2. 915644 Frob. F{(2,31) o.0591
Log likelihood ratio 5. .032617 Prob. Chi-Square(2) O.0490
Wald Statistic 5.8321288 Prob. Chi-Square({2) 0.0542
REGRESION INVERSA
(=] Equation: REGINVERSA Workfile: MODELO BOLIVIA:., — & X

[ViewIPracIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatisesids]

Dependent Variable: DIFLOGDES

Method: Least Squares

Date: 10M16M7 Time: 22:16

Sample (adjusted): 1982 2016

Included observations: 25 after adjustments

Wariable Coefficient Std. Error t-Statistic Prokb.
C -0.009557 0.024402 -0 391667 0.6978
D{DIFLOGRIBR) -4 8326175 2.948250 -1.640354 01104
R-squared 0.075391 Mean dependent var -0.0118903
Adjusted R-squared 00473732 S.D. dependentvar 0.14765655
S E. of regression 0144115 Akaike info criterion -0.9808967
Sum squared resid 0.685380 Schwarz criterion -0.89z2090
Log likelihood 19166932 Hannan-Qwuinn criter. -0.950287
F-statistic 2690762 Durbin-Watson stat 2320449
Frob(F-statistic) 0. 1104321

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGINVERSA  Woaorkfile: MODELO BOLIVI... — & X
[ViewIProcIDbject] [PriﬂtINEmEIFrEEIE] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2. 092439 Prob. F{2,31) 0. 1405
Obs*R-squared 4 162889 Prob. Chi-Square(2) 0.1247
Test Equation:
Dependent Wariable: RESID
Method: Least Squares
Date: 111417 Time: 1724
Sample: 1982 2016
Included observations: 25
Presample missing value lagged residuals set to zero.
YVariable Coefficient Std. Error t-Statistic Prob.
c -0.000851 0023636 -0.035987 09715
DHDIFLOGFIBR) 1.082094 2. 904062 0372614 0. 7120
RESID-1) -0.217ra2 071827 -1.267452 0.2144
RESIDI{-2) -0.312693 0. 173337 -1.8032956 oO.0810
R-=gquared o.112940 Mean dependent var 4 56E-18
Adjusted R-squared 0033676 S.0O. dependent var 0141980
S.E. ofregraession 0.139569 Akaike info criterion -0.9933211
Sum squared resid 060322861 Schwarz criterian -0.8155587
Log likelinood 271.38294 Hannan-Quinn criter. -0.931950
F-statistic 1.3294950 Durbin-Watson stat 1.840696
Prob(F-statistic) 0262837
REGRESION
[=] Equation: REGCP Waoarkfile: MODELO BRASIL:Untitl... — & >
[‘u‘iew]:Prcuc]:Dbject] [PrintINamEIFreeze] [EstimatEIForecastIStatsIRESids]
Dependent Variable: DIFLOSEFPIBR
Method: Least Squares
Drate: 111417 Time: 17:33
Sample (adjusted): 1982 2016
Included cbhservations: 25 after adjustments
Wariable Coefficient Std. Error t-Statistic FProk.
L 0.011220 0. 001721 5.487487 00000
DIFLOGDES -0.136253 0025819 -5 277245 00000
DL AR 0032324 0012327 26222332 o.0133
R-squared 0. 466746 Mean dependent var O.010421
Adjusted R-sguared 0. 433417 S D dependent var 0013377
S E. of regression o.01006569 Akaike info criterion -6 2F¥56901
Sum sqguared resid 0003244 Schwarz criterion -6. 1432585
Log likelinood 112.8458 Hanmnman-Cuinm criter. -6. 2202820
F-statistic 14 00444 Crurbrin—Watson stat 1.650283
Frob(F-statistic) 0000043

PRUEBA DE AUTO-CORRELACION
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[=] Equation: REGCP Workfile: MODELO BRASIL:Untitl... — = 3
[ViewIProcIDbject] [PrintINameIFreeze] [EstimateIForecastlStatslResids]
Breusch-Sodfrey Serial Correlation LM Teaest:
F-statistic 0. 2959326 Frob. F(2.20) O F450
COb=s"R-sqguared OsFrF159 Prob Chi-Sguare(2) o712
Test Equation:
Dependaent Wariable: RESID
Method: Least Squares
Crate: 11/14/M17F Time: 17: 323
Sample. 19282 2016
Imncluded cobservations: 25
Presample missing value lagged residuals set to zero.
wariable Coaefficient Std. Error t-Statistic Prob.
Lo -0 000121 D001 FE6 - OETFE2G DO.9455
CDIFLOS D ES D.0027F41 D.O0Z256288 D 102713 o.a9129
L P BT D001 406 o011 2958 O 108501 09142
RESICM-1) 0. 145711 0. 190958 0. 763056 O 4514
RESID-2) 0011778 0195375 0050285 09523
R-=guared O.0O0193247F Mean dependent var 2. A4A83E-15
Adjiusted R-sguared 0. 111405 S . dependent var O.o00D97FEa
=S E. ofregression O.O10293 Akaike info criterion —-G. 182152
Surm squared resid 0003152 Schwwarz criterion -5.959959
Log likelihood 113 18FF Hamnman—Cuinn criter. -6.105451
F-statistic D 147953 Curbin-WWatson stat 1. 8290645
FrobD(F-statistick D. 962473
TEST DE CHOW
(=] Equation: REGCP Workfile: MODELO BRASIL:Untitledy, — & X
[ViewIProcIDbject] [PrintINameIFreeze] [EstimatEIForecastIStatsIResids]
Chow Breakpoint Test: 19932
MHull Hypothesis: Mo breaks at specified breakpoints
Yarying regressors: All equation variables
Equation Sample: 1982 2016
F-=statistic 2.292851 Prob. F(2,21) 00505
Log likelihood ratio 6. 74413289 FProb. Chi-Sguare(2) 0.032432
Wald Statistic 5.587 701 Prob. Chi-Square(2) 0.03271
REGRESION INVERSA
(=] Equation: REGINVERSA Workfile: MODELO BRASIL:U.. — 5 X

[ViewIPrncIDbject] [PrintINamEIFreeze] [Estimate[ForecastIStatsIResids]

Dependent Variable: DIFLOGDES

Method: Least Squares

Crate: 111417 Time: 17:36

Sample (adjusted): 1982 2016

Included observations: 35 after adjustments

Variable Coeflicient Std. Error t-Statistic FProk.

- 0.040830 0.011035 3. 699942 o.0008
DIFLOGFRIBR -3.415141 0.647145 -B.2TTF245 00000

CH B MY 0.2532250 0.051214 4 944936 0.0000
R-squared 0.632TT3 Mean dependent var 0012271
Adjusted R-squared o.609821 S.D. dependent var 0080702
=S E. of regression 0050410 Akaike info criterion -32.055442
Sum squaredresid 00812317 Schwarz criterion -2.922126
Log likelinood 56.47023 Hannan-Ciuinn criter. -2.009421
F-statistic 27 56975 Durbin-YWatson stat 2104576

Prob(F-statistic) 0000000
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PRUEBA DE AUTO-CORRELACION

=] Equation: REGIMNVERSA Workfile: MODELO BRASIL... — = 3

[View] ProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatsIResids]

Breusch-Sodfrey Serial Correlation LM Test:

F-statistic 1. 1052432 Prob. F(2,20) 0.2442
Obs*R-sguared 2 401921 Prob. Chi-Sguare(2) O 2009

Test Equation:

Dependaent Wariable: RESID

Method: Least Squares

Date: 11/M14MF Time: 17327

Sample: 1982 2016

Included observations: 35

Presample missing value lagged residuals set to zero.

Wariable Coefficient Std. Error t-Statistic FProb.
L 0.001154 0011026 0104598 0.9174
DIFLOGRIBR -0.0F&5401 0.5473209 -0 118028 09068
LI BARTY -0.025235 0054168 -0. 455868 05447
RESID-1) -0.115645 017832632 -0. 5483266 0.5217
RESID-2) -0. 2643219 0.1295326 -1.294553 01734
R-squared D.058626 Mean dependant var 5. 95E-18
Adjusted R-sgquared 0055557 S D dependent var 0048905
S E. ofregression 0050245 Akaike info criterion -2.012251
Sum squared resid O.0OF57F27 Schwarz criterion 2. TFao0os5s
Log likelihood 5ETF. 714329 Hannmnan-Ciuinn criter. -2, 935550
F-statistic 0.552522 Crurbin-Watson stat 1.927423
Prob(F-statistic) 0.698596
TEST DE CHOW

(=] Equation: REGCP Workfile: MODELO BRASIL:Untitledy, — & X

[ViewlProcIDbject] [PrthINEmEIFr’EEZE] [EstimateIForecastIStatSIRESids]

Chow Breakpoint Test: 1993

Mull Hypothesis: Mo breaks at specified breakpoints
Varying regressors: All equation variables

Equation Sample: 1982 2016

F-statistic 3283851 Frob. F(2,31) 0.0505
Log likelinood ratio 6. 744139 Frob. Chi-Square(2) 0.0343
Wald Statistic 6. 587701 Frob. Chi-Square(2) 0.0371

CHILE

REGRESION
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E]Equatimn: REGCP Workfile: MODELD CHILE:Untitledy, - B8 X

-

[‘JiewIPmcIDbject] [PrinthamelFreezE] [EstimateanrecastIStatslﬁesids]

DependentVariable: DIFLOGFIBR

Method: Least Squares

Date: 1115817 Time: 10:03

Sample (adjusted): 1984 2016

Included obsemvations: 33 after adjustments

Yariable Coefficient Std. Error t-Statistic Prob.
C 0.022160 0.001924 11.51619 0.0000
DIDMDIFLOGDES)) 0.017738 0.007911 2242227 0.0325
RESIDPARAALITO-1) 0.265118 0.140607 1.8855249 0.0681
R-squared 0.242186 Mean dependentwvar 0.022120
Adjusted R-squared 01916658 S.0. dependentwar 0.012085
5.E. of regression 0010865 Akaike info criterion -G.119954
Sum squared resid 0.003542 Schwarz criterion -5.933908
Log likelihood 1032.9792 Hannan-Cuinn criter. -6.074179
F-statistic 4733771  Durbin-Watson stat 1.433847
ProbiF-statistic) 0.015611
PRUEBA DE AUTO-CORRELACION
=1 Equation: REGCP Workfile: MODELO CHILE:zUntitled®, — =

[ViewIProcIDbject] [PrintINameIFrEEZE] [EstimatEIForecastIStatsIResidS]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 2 219696 Prob. F(2,28) 01274
Obs*R-squared 4 516112 Prob. Chi-Sqguare(Z2) 0. 1046
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 11M5M17F Time: 10:06
Sample: 1984 2016
Included cobservations: 33
Fresample missing value lagged residuals setto zero.
WVariable Coefficient Std. Error t-Statistic Prob.
C 0000787 0001888 0416919 06799
DD{DIFLOGDES)) -0.001951 0007679 -0.254100 08013
RESIDPARAALITC-1) -0 4Z2TEZ20 0. 244327 -1.750197 00910
RESIDH-1) 062976538 0.305663 2 060335 0.0488
RESIDH-2) 0150884 0.197 194 0. 765157 0. 4506
R-squared 01368852 Mean dependant var -9 20E-19
Adjusted R-squared 0013545 =.D. dependent var 0010520
S.E. ofregression 0010449 Akaike info criterion -G. 145911
Sum squared resid 000320857 Schwarz criterion -5.919168
Log likelinood 106. 4075 Hannan-Ciuinn criter. -G.059519
F-statistic 1109842 Duriin-WWatson stat 1.959702
Frob(F-statistic) 0.371511

REGRESION INVERSA
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(=] Equation: REGINVERSA Workfile: MODELO CHILE:Un... - &2 X

[‘u‘iewIPmclUbject] [PriﬂtINEmEIFFEEIE] [EstimateIFnrecastIStatslﬁesidsl

Dependent Variable: HD(DIFLOGDES))
Method: Least Squares

Date: 101617 Time: 22:21

Sample (adjusted): 1985 2016

Included observations: 32 after adjustments

-

WVariable Coefficient Std. Error t-Statistic Prob.
z 0112020 0.07385449 -1.438845 01609
DIFLOGFIBR 4795988 3143055 1.525800 0.1378
RESIDAUTOINVERSA-1) -0.685267 0.208045 -3.293837 0.0026
R-squared 0.386659 Mean dependentwvar -0.024669
Adjusted R-squared 0.355050 S.D. dependentwvar 0246998
S.E. of regression 0188361 Akaike info criterion -0.308393
Sum squared resid 1141070 Schwarz criterion -0 70980
Log likelinood 7.934281 Hannan-Quinn criter. -0.262844
F-statistic 95328532 Durbin-Watson stat 1.895473
Prob(F-statistic) 0.000658
PRUEBA DE AUTO-CORRELACION
(=] Equation: REGINVERSA Workfile: MODELO CHILE:Un... — = 2
[ViewIPrncIDbject] [PrintINEmEIFrEEZE] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2125474 Prob. F(2,27) 0.05956
Obs*R-squared G.021289 FProb. Chi-Square(2) 0.0490
Test Equation:
Cependaent Variabble: RESID
Method: Least Squares
Date: 1118517 Time: 1012
Sample: 1985 2016
Included observations: 32
Presample missing value lagged residuals set to zero.
Wariable Coeflicient Std. Error t-Statistic FProb.
c 00103202 0.094906 0103610 0.91432
DIFLOGPIBR -0. 715446 2774200 -0.189552 0.8511
RESIDAUTOIMNYERSA-T) 0688874 0.240322 2024182 0.0529
RESID-1) -0.875447 0.289627 -2 245886 0.03230
RESID-2) 0471904 0.2318785 1.480319 0. 1504
R-squared 0.188431 Mean dependent var -6.94E-18
Adjusted R-squared 0068256 S 0. dependent var 0191856
S E. of regression 0.1851932 Akaike info criterion -0.292240
Sum squared resid 0926000 Schwarz criterion -0.163219
Log likelinood 11.27585 Hanmnan-Cuinn criter. -0.216326
F-statistic 1.567 737 Crurbin-Watson stat 1.619892
Prob(F-statistic) 0.2113290
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COLOMBIA

REGRESION

(=] Equation: REGCP Workfile: MODELO COLOMBIA:Unt.. — = X

-

[‘u‘iewlprnclﬂbject] [Printl NEmEIFr’EEIE] [EstimateIF:-recastIStatsIResids]

Method: Least Squares
Date: 111517 Time: 10:20

Dependent Variable: DIFLOGPIBR

Sample (adjusted): 1981 2016
Included observations: 34 after adjustments

Yariable Coefficient Std. Error t-Statistic Prob.
c 0.015762 0.001185 13.30291 0.0000
DIFLOGDES -0.048582 0.022461 -2.162952 0.0384
CUMRMY-19849 -0.028240 0.007491 -3.769881 0.0007
R-squared 0.4839856 Mean dependentwvar 0.014385
Adjusted R-squared 0.456944 3S.D. dependentwar 0009223
S.E. of regression 0006796 Akaike info criterion -7 060758
Sum squared resid 0.001432 Schwarz criterion -6.926079
Lag likelihood 123.0329 Hannan-Cuinn criter. -7.014829
F-statistic 14.28360 Durbin-Watson stat 1.609211
Prob(F-statistic) 0.0000249

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGCP Workfile: MODELO COLOMBIA:Unt... — B X
[ViewIProcIDb_iect] [PrintINamEIFreezE] [EstimateIFGrE:astIStatsIResids]
Breusch-Godfrey Serial Carrelation LM Test:
F-statistic 0.603503 Prob. F(2,29) 05536
Obs*R-squared 1.358566 FProb. Chi-Square(2) 0.5070
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Crate: 111517 Time: 10:20
Sample: 1981 2016
Included cbservations: 24
Presample and interior missing value lagged residuals setto zero.
Wariable Coefficient Std. Error t-Statistic Prokb.

C -5.54E-05 0.001202 -0.045098 0.9625
DIFLOGDES 0.007659 0023816 0.321567 0. 7501
DUMMY 1999 0.000920 0.007660 0120047 0.9053

RESID(-1) 0.215201 0.199937 1.076574 0.2905
RESID(-2) -0.080985 0189851 -0.426569 06728
R-squared 0.039958 Mean dependent var 2 24E-18
Adjusted R-squared -0.092462 S.0D. dependent var 0.006587
S.E. of regressian 0006885 Akaike info criterion -G. 983889
Sum squared resid 0.001375 Schwarz criterion -6. 759424
Log likelinood 123.7261 Hannan-Quinn criter. -6.907 340
F-statistic 0301752 Durbin-Watson stat 1.968932
Prob(F-statistic) 0874377
REGRESION INVERSA
(=) Equation: REGINVERSA Workfile: MODELO COLOMBI... - 5 X
[UiewlProchbject] [PriﬂtINEMEIFFEEIE] [EstimateIFnrecastlStatisesids]
Dependent Variable: DIFLOGDES
Method: Least Squares
Date: 111517 Time: 10:22
Sample (adjusted): 1931 2016
Included observations: 34 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.

C 0047658 0016491 2889381 0.0069

DIFLOGFIBR -3.1237714 0.9455643 -3.318073 0.0023
R-squared 0.2559380 Mean dependentvar 0000952
Adjusted R-squared 0232730 3S5D. dependentwvar 0.057196
S.E. of regression 0.050100 Akaike info criterion -3.092562
Sum squared resid 0080321 Schwarz criterion -3.002776
Log likelinood 54 57356 Hannan-Cluinn criter. -3.061943
F-statistic 11.00961 Durbin-Watson stat 1.781290
Prob(F-statistic) 0002268

PRUEBA DE AUTO-CORRELACION
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=] Equation: REGINWVERSA Woaorkfile: MODELD COLOMEIL. — & x

[‘u‘iewIProcIDbject] [PrintINamEIFreeze] [EstimatEIForecastIStatsIResids]

Breusch-GSodfrey Serial Correlation LM Test:

F-statistic 0488332 Prob. F(2,20) 06184
Obs*R-squared 1.071987 Prob. Chi-Sqguare(2) 0.5851

Test Equation:

Dependent Wariable: RESID

Method: Least Sgquares

Date: 1115117 Time: 10:22

Sample: 1981 2016

Included observations: 24

Presample and interior missing value lagged residuals set to zero.

Wariable Coefficient Std. Error t-Statistic FProb.
= -0.003490 0017129 -0.203719 0.83299
DIFLOGPIBR 0212972 0 985202 0216171 0.8303
RESID{-1) 0.093051 0.1830329 0.508368 0.6149
RESID(-2) 0152437 0.188020 0.810748 0. 4239
R-squared 0031529 Mean dependent var 6. 43E-18
Adjusted R-squared -0.05653218 S.D. dependent var 0.049335
S.E. ofregression 0.050921 Akaike info criterion -2.0056952
Sum squared resid 0077788 Schwarz criterion -2.827380
Log likelihnood 5511818 Hannan-Cwinn criter. -2.945713
F-statistic 0.325555 Durbin-Watson stat 1.854558

FProbi(F-statistic) 0.806851
REGRESION
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[Z] Equation: REGCP Workfile: MODELO ECUADOR:Untit.. - & X

-

[‘u‘iewIProchbject] [PrintINamEIFreezE] [EstimateIForecastIStatsIRESids]

Cependent Variable: DIFLOGPIBR
Method: Least Squares

Date: 111517 Time: 10:40
Sample (adjusted): 1988 2016

Included observations: 29 after adjustments

‘Variable Coefficient Std. Errar t-Statistic Frob.
C 0.015232 0001678 9077637 0.0000
DIFLOGDES -0.052567 0.017958 -2.927066 0.0070
DU MBY -0.026205 0.006457 -4 058187 0.0004
R-squared 0.458861 Mean dependentwvar 0.013661
Adjusted R-squared 0417342 S.D. dependentwvar 0.011422
S.E. of regression 0.008718 Akaike info criterion -6.5489052
Sum squared resid 0001976 Schwarz criterion -6 407608
Log likelinood 97.96126 Hannan-Cuinn criter. -6.504754
F-statistic 11.02783 Durbin-Watson stat 1.872267
ProbiF-statistic) 0.000340
PRUEBA DE AUTO-CORRELACION
(=] Equation: REGCP Workfile: MODELO ECUADOR:Untit.. — &=
[ViewIPrncIDbject] [PrintINameIFreeze] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.20837F0 Prob. F(2,24) 0.8134
Obs*R-squared 0. 494966 Frob. Chi-Square(2) 0. Faos
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 10:41
Sample: 1988 2016
Included cobservations: 29
Presample missing value lagged residuals setto zero.
Wariable Coeflicient Std. Error t-Statistic FProb.
c 0000186 0.001756 0106109 0.9164
DIFLOGDES -0 000952 0.018656 -0.051052 0.9597
DL RY 1.50E-05 0006669 0. 002242 0.9982
RESID(-1) -0.082717 0.228909 -0.361351 07210
RESID-2) -0.140715 02373876 -0.591550 0.5597
R-squared 0017063 Mean dependent var -2 51E-18
Adjusted R-squared -0.146754 S.D. dependent var 0.002401
S E. ofregression o.008997 Akaike info criterion -6 428336
Sum squared resid 0.001943 Schwarz criterion -5.1925956
Log likelinood a8 21088 Hannan-Qwuinn criter. -6 354505
F-statistic 0104185 Churiin-Watson stat 1.729055
Prob{F-statistic) 0.979947

REGRESION INVERSA
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(=] Equation: REGINVERSA Workfile: MODELO ECUADO.. - O X
[‘u‘iewIPrﬂcIDbjectl [PrintINamelFreezEl [EstimatelFnrecastIStatslﬂesidS]
Dependent Variable: DIFLOGDES
Method: Least Squares
Date: 111517 Time: 10:42
Sample (adjusted) 1989 2016
Included observations: 28 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C 0063876 0022696 2814380 0.0096
DIFLOGFIBR -4 468714 1.315064 -3.3980495 0.0024
RESIDALTOIMNY-1) -0.4079321 0167412 -2 436636 0.0226
DUMMY 2000 -0.244328 0.075083 -3.254125 00034
R-squared 0470162 Mean dependentvar -0.004115
Adjusted R-squared 0403933 S.D. dependentwar 0.084403
S.E. of regression 0.072884 Akaike info criterion -2 268326
Sum squared resid 0127491 Schwarz criterion -2.0738011
Log likelihood 3575657 Hannan-2uinn criter. -2 210145
F-statistic 7.098984 Durbin-Watson stat 2121476
Prob(F-statistic) 0.001409
PRUEBA DE AUTO-CORRELACION
=] Equation: REGINVERSA Workfile: MODELOD ECUAD.. — B X
[ViewIProcIDbject] [PrintINEmEIFrEEZE] [EstimatEIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.020742 Prob. F(2,22) 03732
Obs*R-squared 2.398920 Prob. Chi-Square(2) 0.2014
Test Equation:
Dependent VWariable: RESID
Method: Least Squares
Crate: 111517 Time: 1043
Sample: 1929 2016
Included cobservations: 28
Presample missing value lagged residuals set to zero.
Wariable Coefficient Std. Error t-Statistic Prob.
c 0.002681 0.022863 0117275 0.9077F
DIFLOGPIBR -0.2F¥5159 1332518 -0 206496 08383
RESIDALITOIRNNW-1) -0.051903 0274126 -0.129340 08516
DIJMMY 2000 0.023503 0073324 0200077 0.7669
RESID-1) -0.040280 0.239210 -0.118747F 0. 9066
RESID-2) -0.209474 0229393 -1.249100 01910
R-squared 00856876 Mean dependent var 1.64E-17
Adjusted R-sgquared -0.122125 S.D. dependent var 0062716
S E. of regression 0072791 Akaike info criterion -2 215039
Sum squared resid 0116568 Schwarz criterion -1.929567
Log likelihood 27 01085 Hannan-Ziuinn criter. -2 127767
F-statistic 0412297 Durbin-Watson stat 2 062976
Prob{F-statistic) 0.835064
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EL SALVADOR

REGRESION
[=] Equation: REGCP Workfile: MODELO EL SALVADOR:... - O
[ViewIProcIDbject] [PrintINamEIFreezE] [EstimateIForecastIStatsIResidS]
Dependent Wariable: DIFLOGFIBR
Method: Least Squares
Date: 111517 Time: 10:45
Sample (adjusted): 1990 2016
Included observations: 27 after adjustments
Wariable Coefficient Std. Error t-Statistic Frob.
= 0.014005 0.001199 11.67955 0.0000
DIFLOGDES 0.040919 0.021691 1.886483 00719
RESIDCPALTO-1) 0.630876 0.163574 3.856829 000085
DUMMYZ009 -0.027333 0006636 -4 1183866 0. 0004
R-squared 0622486 Mean dependent var 0012919
Adjusted R-squared 0.573245 S.0. dependent var 0.009238
=S E. of regression 00060325 Akaike info criterion -F. 246547
Sum squared resid 00008328 Schwarz criterion -F.054571
Log likelihood 101.8284 Hannan-Cuinn criter. -F.1289462
F-statistic 12.64162 Durbin-YWatson stat 1. 7470986
Prob(F-statistic) 0000044
PRUEBA DE AUTO-CORRELACION
[=] Equation: REGCP Workfile: BMODELO EL SALWVADOR:.. — o=
[ViewIProcIObjer:t] [Prir‘ltINameIFreeze] [EstimateIForEcastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.240923 Probk. F(2,271) O 4453
OBps~R-squared 2. 002046 ProbD. Chi-Sqguars(2) 02675
Test Equaticon:
Dependent Wariable: RESID
Method: Least Sqguares
Date: 11517 Time: 10:465
Sample: 1990 2016
Included cbservations: 27
Presample missing value lagged residuals set to zaero.
Wariable Coeffiicient Std. Error —-Statistic Prob.
< -5 . 62BE-05 0.001202 —0.045972 0.9620
DIFLOGDIES -0.0032205 0022330 -0 143544 o.s2872
RESIDCPALTO-1) -0.BET23S5 0. 244297 -1. 1245565 0.2723
DU MRMY 2009 0001516 0006365 0.220363 0.23273
RESID-1) 0.448215 0.296206 NI N267F 0.2707F
RESID-2) 0. 2325594 0. 295207 11322959 O. 2700
R-squared 0074150 Mean dependeaent wvar Z215E-12
Adjusted R-sguared -0 1465291 S 0. dependent var O 005676
=S E. ofregression O O050FF Akaike info criterion -F.ATEA442
Sum squared resid 0000776 Schwarz criterion -5.8237473
Log likelihood 102 8685 Harmnmnan-Cuinn criter. -F. o8s981s5
F-statistic 0. 22656271 Durbin-Watson stat 1.987F 702
Proo(F-statisticy 02251324

TEST DE CHOW
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[=] Equation: REGCP Workfile: MODELD EL SALWVADOR:.. — @ x
[ViewIProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatsIResids]
Chow Breakpoint Test: 2009
Mull Hypothesis: Mo breaks at specified breakpoints
YVarying regressors: All equation variables
Equation Sample: 1986 2018
F-statistic 10.38999 Prob. F(2,25) 00005
Log likelihood ratio 17 544186 Prob. Chi-Square(2) 00002
Wald Statistic 2077998 FProb. Chi-Square(2) 0.0000
REGRESION INVERSA
(=] Equation: REGINVERSA Workfile: MODELO EL SALVA.. — O X
['\-"iewIProcIDbject] [PrintINameIFreezE] [EstimateIForecastIStatsIResids]
Dependent Variable: DIFLOGDES
Method: Least Squares
Date: 111517 Time: 10:47
Sample (adjusted): 1986 2016
Included observations: 29 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.

c -0.075420 0.027369 -2 696523 0.0121
DIFLOGFIBER 4 110915 1.828446 2 248311 00333
DUMMY 2009 02279738 0.091672 2. 4236889 00196

R-squared 0.220456 Mean dependent var -0.017408
Adjusted R-squared 0160491 S.D. dependent var 0.082896
S.E. ofregression 0.0759532 Akaike info criterion -2.2195695
Sum squared resid 0149992 Schwarz criterion -2 078251
Log likelinood 3518558 Hannan-Quinn criter. -2 175396
F-statistic 32676418 Durbin-Watson stat 1.237994
Prob(F-statistic) 0039258
PRUEBA DE AUTO-CORRELACION
=] Equation: REGINVERSA Workfile: MODELO EL SALVA.., — O >
[ViewIProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatsIResids]
Breusch-Sodfrey Serial Correlation LM Test: -~
F-statistic 0254519 FProb. F(2,24) O.FFr4
CObs*R-squared 05023132 FProb. Chi-Sqguare(Z) 0. 7400
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Crate: 111517 Time: 10:47
Sampple: 1986 2016
Included observations: 29
FPrezample and interior missing wvalue lagged residuals set to zero.
Variable Coefficient Std. Error -Statistic FProbD.
L 0007176 0021610 0. 227032 08223
DIFLOGRIBR -0. 388037 2044010 -0 189541 08510
DUMMY 2009 —0.011045 D.095443 -0.1145332 o.9093
RESID-1) 0. 147588 0. 3205275 -0. 4833787 056329
RESID(-2) 0159713 0285353 -0.594749 05576
R-=quared 002076569 Mean dependaent var 1. 10E-17
Adjusted R-squared -0 142436 =. 0. dependent var 0072191
S E. ofregression 0078230 Akaike info criterion -2 102752
Sum squared resid 0145877 Schwarz criterion -1.867011
Log likelihood 25 453991 Hannan-Cuinn criter. -2 028921
F-statistic 0 AA27F260 Crurbin-Wat=son stat 1.033752
FProb(F-statistic) 0971098
S
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TEST DE CHOW

(=] Equation: REGINVERSA Workfile: MODELO EL SALVA.. - O Xx

[ViewIProcIDbject] [PriﬂtINamEIFrEEIE] [EstimateIForecastIStatsIResids]

Chow Breakpoint Test. 2009

Equation Sample: 19386 2016

Mull Hypothesis: Mo breaks at specified breakpoints
Yarying regressors: All equation variables

F-statistic 4059221 Prob. F(2,25) 0.0297

Log likelinood ratio 8.155219 Prob. Chi-Square(Z) 0.0169

Wald Statistic 8.118441 Prob. Chi-Square(2) 0.0173
MEXICO
REGRESION

[=] Equation: REGCP  Workfile: MODELO MEXICO:Untitle... -= & X

[‘u‘iewIProcl Dbject] [Printl NEmEIFrEEIE] [EstimatEIFnrecastl Statslﬁesids]

Method: Least Squares
Date: 111817 Time: 10:50
Sample (adjusted): 1992 2016

Cependent Variable: DIFLOGPIBR

Included observations: 25 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 0.011801 0.002044 BY72241 0.0000
DIFLOGDES -0.102796 0.026453 -3.8854976 0.0007
R-squared 0.396338 Mean dependent var 0.011309
Adjusted R-squared 0370092 S.0. dependentwvar 0.012855
S.E. ofregression 0010202 Akaike info criterion -6.255744
Sum squared resid 0002394 Schwarz criterion -6.158234
Log likelihood 2019680 Hannan-Cuinn criter. -6.228699
F-statistic 1510081 Durbin-Watson stat 2420477
Prob(F-statistic) 0.000746

PRUEBA DE AUTO-CORRELACION
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[=] Equation: REGCP Waorkfile: MODELO MEXICO:Untitle... — O X
[ViewIProcIDbject] [PrintINameIFreeze] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.622425 Prob. F{2,21) 0.5463
Obs*R-squared 1.399031 Frob. Chi-Square(2) 04968
Test Equation:
Dependent Wariable: REZID
Method: Least Squares
Date: 111517 Time: 10:51
Sample: 1992 2016
Included observations: 25
Presample missing value lagged residuals setto zero.
YWariable Coefficient Std. Error t-Statistic FProb.
= 2. 48E-05 0002081 0.015748 0.98568
DIFLOGDES 0008712 0.028073 0.3103456 0. 7594
RESID-1) -0.254356 0228028 -1.115461 02773
RESID-2) -0.070859 0223339 -0.317270 0. 7542
R-squared 0055961 Mean dependent var ¥ .62E-19
Adjusted R-squared -0.073901 =00 dependent var o.009933
S.E. ofregression 0.010374 Akaike info criterion -G.152332
Sum squared resid 0002260 Schwarz criterion -5 8958312
Log likelinood 80 91665 Hannan-CQwuinn criter. -G 0989242
F-statistic 0. 414950 Durbin-Watson stat 1.983933
Prob(F-statistic) 0. 744038

REGRESION INVERSA

-

(=] Equation: REGINVERSA Workfile: MODELO MEXICO:.. - O X
View | Proc| Object| | Print | Mame | Freeze | | Estimate | Forecast | 5tats | Resids
Dependent Variable: DIFLOGDES
Method: Least Squares
Date: 111517 Time: 10:51
Sample (adjusted); 1992 2016
Included observations: 25 after adjustments
Yariable Coefficient Std. Error t-Statistic Prob.
C 0.048389 0.016795 2831193 0.0024

DIFLOGFIBR -2.855588 0.992180 -2.885976 0.0007
R-squared 0.396338 Mean dependent var 0.004787
Adjusted R-squared 0370092 3.0 dependentwvar 0078728
S.E. ofregression 0.062484 Akaike info criterion -2.631208
Sum squared resid 0.089796 Schwarz criterion -2.5336948
Log likelihood 3489012 Hannan-Qwuinn criter. -2.604164
F-statistic 15.10081 Durbin-Watson stat 1.7523829
Prob(F-statistic) 0.000746
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PRUEBA DE AUTO-CORRELACION

(=] Equation: REGINVERSA  Workfile: MODELO MEXICO:.. — B X
[‘u‘iewIProcIDbject] [PrintINEmEIFrEEZE] [EstimateIFnrecastIStatisesids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.549933 FProb. F(2,21) 0.5851
CObs*R-squared 1.244200 Prob. Chi-Square(2) 0.5268
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 11M15M7F Time: 10:52
Sample: 1992 2016
Included observations: 25
Presample missing value lagged residuals set to zero.
Wariable Coefficient Std. Error t-Statistic FProb.
Z -0.000F7&7T 0.018181 -0.042179 0. 9568
DIFLOGPIBER -0.012050 11496632 -0.0113251 0.9910
RESID(-1) 0.096165 0.239337 0. 401796 0.6919
RESID(-2) 0.199024 0.228444 0.871215 0.2935
R-squared 0.0497658 Mean dependent var -2.2ZE-18
Adjusted R-squared -0.085979 S D dependent var 0061168
S.E. ofregression 0.063743 Akaike info criterion -2 522258
Sum squared resid 0085327 Schwarz criterion -2 327238
Log likelinood 35.52823 Hannan-CQuinn criter. -2.468168
F-statistic 0.366622 Durbin-Watson stat 1.944534
FProbi{F-statistic) 0. F77Fa810
REGRESION
(=] Equation: REGCP Workfile: MODELO PANAMA:UNtItL.. — 5 X

[ViewlP'r::-cIDbject] [PrintINameIFreeze] [EstimatelForecastIStatsIResids]

Dependent Wariable: DIFLOGFPIBR
Method: Least Squares

Date: 111517 Time: 10:54
Sample (adjusted): 19283 2016

Included cbservations: 24 after adjustments

Wariable Coefficient Std. Error t-Statistic Prob.
= 0.018805 0.002086 9 015429 00000
DIFLOGDES -0.155093 0.032743 -4 F36680 00000
DUMMY 1988 -0.0595320 0.012731 -4 675093 00001
DY 1991 0.0423268 0012766 2.318704 00024
R-squared 0717809 Mean dependent var 0019032
Adjusted R-squared 06239590 2.0 dependent var 0020674
S E. ofregression o0.011519 Akaike info criterion -5.9749568
Sum squared resid 00032980 Schwarz criterion -5. 799995
Log likelihood 105 6527 Hannan-Cwinn criter. -5.9183229
F-statistic 25 43702 Durbin-VYWatson stat 1.254711
Prob{F-statistic) 0000000
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PRUEBA DE AUTO-CORRELACION

=1 Equation: REGCP “Workfile: MODELO PAMNAMASUntitl... — B 2
[UiewIProcIDbject] [PrintINameIFreeze] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Tesit: -~
F-statistic 1.2059032 Probb. F(2.228) 02145
CObs*R-sguared 259563568 FProb. Chi-Sqguarae(2) 0. 2597
Test Equation:
Crependaent Wariable: RESIC
Method: Least Sqguares
Date: 11/15M7F Time: 10:55
Sample: 192832 2016
INncluded observations: 34
Presample missing value lagged residuals set to zero.
Wariable Coefficient Std. Error T-Statistic FProb.

i -9 44FE-05 O 002074 -0. 045512 0. 9540
DHFLOGDES D.005504 002323327 0195109 0.84657
UMY 1922 o.0o0s5z259 0012256 0.29z2718 O 6962
UMY 1991 o001 94s 0013067 0. 1429041 0.28826

RESID-1) O Z2a5201 0. 199257 1. 481508 O 1496

RESID-2) 0025885 o.201288 0. 178279 o.859g8
R-=guared O.OoOFa2305 Mean dependent var 1.66E-18
Adjusted R-squared -0 085105 S D dependent var O 010983
S E. ofregression 00114240 Akaike info criterion 5. 944548
Sum squared resid O.002665 Schwarz criterion -5.6751790
Log likelihood 1O0F . 0O57F3= Hanmnnmnan-Ciuinn criter. -5 .8252529
F-statistic 0. 4532361 Durbin-vWatson stat 1. 720554
Prob({F-statistic) D.7F8E3TS

S
TEST DE CHOW
(=] Equation: REGCP Woaorkfile: MODELO PANAMA:URtitl... — B X
[‘u‘iewIProcIDbject] [PrintINamEIFreezE] [EstimatEIForecastIStatslResids]

Chow Breakpoint Test: 1991
Mull Hypothesis: Mo breaks at specified breakpoints
Warying regressors: All equation variables
Equation Sample: 1983 2016
F-statistic 9072252 Prob. F(2,30) 0.0003
Log likelinood ratio 1608233 Prob. Chi-Square(Z) 000032
Wald Statistic 18.14450 Prob. Chi-Square(2) 0.0001

REGRESION INVERSA
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(=] Equation: REGINVERSA Workfile: MODELO PANAMA.. - O X

[‘u‘iewIPrncIDb_iect] [Printl NEH‘IEIFFEEIE] [EstimatEIFnrecastl StEtSIRESiCIS]

Method: Least Squares

Dependent Variable: DIFLOGDES

Date: 111517 Time: 10:56
Sample (adjusted): 1983 2016
Included observations: 34 after adjustments

Variable Coefficient Std. Error t-Statistic Frob.
C 0.033346 0.011444 2.913910 0.0066
DIFLOGRIBR -2.307684 0416671 -5.538388 0.0000
DUMMY1991 0.199236 0.050230 3.966447 0.0004
R-zquared 0562692 Mean dependentvar -0.004713
Adjusted R-squared 0535544 S.D. dependentwvar 0071537
S.E. ofregression 0.048753 Akaike info criterion -3.119939
Sum squared resid 0073684 Schwarz criterion -2.985310
Log likelinood 56.02981 Hannan-Cuinn criter. -3.074059
F-statistic 2002543 Durbin-Wat=zon stat 1.950142
Prob(F-statistic) 0.000003
PRUEBA DE AUTO-CORRELACION
(=] Equation: REGINVERSA Workfile: MODELO PAMNAMA.. — B X

[ViewIPracIDbject] [PrintINamEIFreeze] [EstimatEIFnrecastlStatslp.esids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0.257314 Prob. F{2,29) 0.7749
Obs*R-sguaraed 05928327 Prob. Chi-Sguare(2) 0.7435
Test Equation:
Dependent Variable: RESID
Method: Least Sgquares
Date: 111517 Time: 10:56
Sample: 1983 2016
Included observations: 34
Presample missing value lagged residuals setto zero.
Wariable Coefficient Std. Error t-Statistic Prob.
C 0000668 0011770 0056779 0.9551
DIFLOGFIBER -0.014629 0427513 -0.0324219 0.9729
DUMMY 1991 0.004303 0.055958 0075893 0.9392
REZSID{-1} 0017707 0.204009 00836795 0.9314
RESID{-2) 0140126 0.195528 0716654 0.4793
R-zguared 0017426 Mean dependent var 1.43E-17
Adjusted R-squared 0118090 S0 dependentwvar 0047253
S E. ofregression 0.049965 Akaike info criterion -2.019932
Sum squared resid 0.0¥2399 Schwarz criterion -2 795467
Log likelihood 56.323884 Hannan-Quwinn criter. -2.943383
F-statistic 0128657 Durbin-Watson stat 1.967545
Prob{F-statistic) 0.9707381

-
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PARAGUAY

REGRESION

(=] Equation: REGCP  Workfile: MODELO PARAGUAY:Unt.. — 0O X

-

[‘JiewIPrncIDbject] [PriﬂtINEmElFrEEZE] [EstimateIF:-recastlStatsIResids]

Method: Least Squares
Date: 0811917 Time: 10:56

Dependent Variable: DIFLOGPIBR

Sample (adjusted): 1983 2016
Included observations: 34 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 0.015063 0002679 5621949 0.0000
DIFLOGDES -0.049024 0.024546 -1.999596 0.0541
R-squared 0.111081 Mean dependent var 0.015083
Adjusted R-squared 0083302 S.D. dependentwvar 0016318
S E. of regression 0015623 Akaike info criterion -5.423076
Sum squared resid 0007811 Schwarz criterion -5.333290
Log likelinood 94 19229 Hannan-Cwiinn criter. -5.392456
F-statistic 3.998785 Durbin-Watson stat 1.989461
Prob(F-=statistic) 0.054082

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGCP Workfile: MODELO PARAGUAY:Unt.. — B X
[UiewIProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatSIszsids]
Breusch-Godirey Serial Correlation LM Test: -
F-statistic 0027012 Prob. F(2,30) 0.9734
Obs*R-squared 0061116 Prob. Chi-Square(2) 0.96949
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 10:58
Sample: 1983 2016
Included observations: 34
Fresample missing value lagged residuals set io zero.
Variable Coefficient =td. Error t-Statistic Prokb.
C -4 03E-06 0002765 -0.001459 0.9938
DIFLOGDES 0000270 0.025355 0010636 0.9916
RESID-1) -0.020928 0.182631 -0.114593 0.9095
RESID-2) 0036603 0182967 0200050 0.8428
R-squared 0001798 Mean dependentwvar -1.15E-18
Adjusted R-squared -0.098023 S.D. dependentvar 0.0153285
S.E. of regression 0016121 Akaike info criterion -5 307228
Sum squared resid 0007797  Schwarz criterion -5 127656
Log likelinood 94 22287  Hannan-Quinn criter. -5.245889
F-statistic 0018008 Durbin-\Watson stat 1.968189
Prob{F-statistic) 0996638
L
REGRESION INVERSA
=] Equation: REGINVERSA Workfile: MODELO PARAGU.. - B X
[UiewIPrncIDb_iect] [PrintINameIFreeze] [EstimatEIFarecastIStatsIRE:ids]
Dependent Variable: DIFLOGOES
Method: Least Squares
Date: 10M6M7T Time: 22:32
Sample (adjusted): 1984 2016
Included cbservations: 33 after adjustments
‘“ariable Coefficient Std. Error t-Statistic Frob.
C 0026229 0.024826 1.056497 0.2992
DIFLOGPIBER -2.001857 1116365 -1.792924 0.08231
RESIDALITOIMY-1) -0.378361 0165938 -2.280129 0.0z299
R-squared 0211459 Mean dependent var -0.005428
Adjusted R-squared 0158890 S.D. dependentwvar 0108412
S.E. ofregression 0.099426 Akaike info criterion -1.692290
Sum squared resid 0296568 Schwarz criterion -1.556243
Log likelihood 230.92278 Hannan-Cuinn criter. -1.646514
F-statistic 4 022479  Durbin-Watson stat 2213421
Probi{F-statistic) 0.028338

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGINVERSA Workfile: MODELO PARAG.. — O Xx

[‘u‘iewIProcIDbject] [Prir‘ltINamEIFreezE] [EstimatelForecastIStatisesids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.201797 FProb. F(Z,28) 0.3157
Obs*R-squared 2608856 Frob. Chi-Square{z) 02713

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 11/M15MM7 Time: 10:538

Sample: 1984 2016

Included cbservations: 33

Presample missing value lagged residuals setto zero.

Wariable Coeflicient Std. Error t-Statistic Frob.

c 0.002954 0.02494565 o.158904 0.8749
DIFLOGPIBR -0.233416 1. 134287 -0 205782 0.8385
RESIDALTOIMNW-1) 01243220 0. Fo9ravr 0175148 0.8622
RESID({-1) -0.256832 0. 702581 -0.365555 O.7174
RESID(-2) -0.213657 0.3232803 -0.641994 05261
R-squared 0.079056 Mean dependent var -4 4GE-18
Adjusted R-squared -0.052507 S D. dependent var 0086269
S E. ofregression 0.098764 Akaike info criterion -1. 653434
Sum squared resid 0273123 Schwarz criterion -1.4268690
Log likelihood 32 28166 Hannan-Quinn criter. -1.5877141
F-statistic 0.600899 Durbin-Watson stat 2 046880

Prob({F-statistic) 0.665096

PERU

REGRESION
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(=] Equation: REGCPF Workfile: MODELO PEREU:Untitledy - B8 X

[‘u‘iewl PmcIDbject] [Printl NamelFreeze] [EstimateIFnrecastIStatsIRESids]

Dependent Variable: DIFLOGRPIBR

Method: Least Squares

Date: 1111517 Time: 11:00

Sample (adjusted): 1981 2016

Included observations: 22 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 0.019483 0.002400 83.121344 0.0000
DIFLOGDES -0.044992 0023863 -1.877566 0.0705
DUMMY 1990 -0.040080 0.012401 -2.990772 0.0056
R-squared 0.2320767 Mean dependent var 0.019007
Adjusted R-squared 0273823 3S.D. dependentwvar 0.015406
S.E. ofregression 0013127  Akaike info criterion -5.739191
Sum squared resid 0.004997 Schwarz criterion -5.601773
Log likelihood 94 82706 Hannan-Cluinn criter. -5.693643
F-statistic 6.847593 Durbin-WWatson stat 1.840953
Prob(F-statistic) 0.003667

PRUEBA DE AUTO-CORRELACION

=] Egquation: REGCP Waorkfile: MODELO PERU:Untitled®, - 8 x

[UiewIProcIDbject] [PrintINamEIFreezE] [EstimateIForecastIStatSIRESids]

Breusch-GSodfrey Serial Correlation LM Test:

F-statistic 01058432 FProb. F(2,27) 0.8999
CObs*R-squared 0.248936 FProb. Chi-Square(zZ) 0.88320

Test Equation:

Dependent WVariable: RESID

Method: Least Squares

Cate: 1115M7F Time: 11:00

Sample: 1981 2016

Included observations: 32

Presample and interior missing value lagged residuals setto zero.

Wariable Coeflicient Std. Error t-Statistic Frokb.
L 2. T8E-05 0.002480 0.015254 0.9379
DIFLOGDES 0.002584 0.0Z6264 0. 140259 0.82895
DLUMBMY 1990 -0 000170 0.013841 -0.012254 0.9903
RESID{-1) 0096478 0.214613 0. 449543 0.6566
RESID{-2) 0.0103290 0.208154 0.049916 0.9606
R-sgquared 0007779 Mean dependent var 9. F7E6E-19
Adjusted R-squared -0 12389216 S D. dependent var 0012697
S.E. of regression 0.013552 Akaike info criterion -5.622001
Sum squared resid 0.004959 Schwarz criterion -5.392979
Log likelinood 94 95201 Hannan-Qwuinn criter. -5 546087
F-statistic 0.052922 Durizin-Watson stat 1.991323

Frob({F-statistic) 0994448

REGRESION INVERSA
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[=] Equation: REGINVERSA Workfile: MODELO PERU:Unt.. - 2 X

[‘u‘iewl P'rcucIDbject] [P‘rintINameIFreeze] [EstimatElForecastl Statslﬂesidsl

Crependent Variable: DIFLOGDES
Method: Least Squares

Date: 1115817 Time: 11:01
Sample (adjusted); 1982 2016

Included observations: 29 after adjustments

Wariable Coefficient Std. Error t-Statistic Frob.
c 0030286 0031533 0.960477 0.3457
DIFLOGRIBR -2 422770 1271705 -1.905135 00679
RESIDAUTOIMNY(-1) -0.392365 0193607 -2 026605 0.0531
R-squared 0222943 Mean dependentwvar -0.021347
Adjusted R-squared 0163169 S.0D. dependent var 0102660
S.E. of regression 0.093812 Akaike info criterion -1.7895215
Sum squared resid 0.229307 Schwarz criterion -1.653771
Log likelinood 29 03062 Hannan-Cuinn criter. -1.750916
F-statistic 3729784 Durbin-Watson stat 1.628621
Prob(F-statistic) 0037661
PRUEBA DE AUTO-CORRELACION
=] Equation: REGINVERSA Workfile: MODELO PERU:.. — B 3
[ViewIProcIDbject] [PrintINamEIFreezE] [EstimatEIForecastlstatslﬂesids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.263156 Frob. F(2,24) 0.2009
Obs*R-squared 2761902 Prob. Chi-Squarei{2) 025132
Test Equation:
Dependent WVariable: RESID
Method: Least Squares
Date: 111517 Time: 11:01
Sample: 1982 2016
Included cbservations: 29
Presample and interior missing value lagged residuals set to zero.
Wariable Coeflicient Std. Error t-Statistic FProb.
c -0.006072 0.031453 -0.1930485 0.8485
DIFLOGEFPIBR 0152485 1.266958 0120355 0.9052
RESIDALUTOIMNW-1) 1.503766 0.9565490 1.555904 0.1228
RESID-1) -1 519431 0.969471 -1 567279 01201
RESID-2) 0663888 0.459732 1.44407T5 01616
R-squared 0.0952328 Mean dependent var 9.57E-19
Adjusted R-squared -0.055556 S D. dependent var 0090496
S.E. ofregression 0092976 Akaike info criterion -1. 757367
Sum squared resid 0207468 Schwarz criterion -1.821627
Log likelinood 20.483122 Hannan-Ciuinn criter. -1.62325206
F-statistic 06321578 Durbin-Watson stat 1.285758
Prob(F-statistic) 0.64477T1
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(=] Equation: REGCP  Workfile: MODELO URUGUAY:Untit.. - B X

-

[UiewIPmcIDbject] [PrintINamelFreezE] [EstimateIFnrecastIStEtisesidE]

Dependent Variable: DIFLOGPIBR

Method: Least Squares

Date: 111517 Time: 11:02

Sample (adjusted): 1931 2016

Included observations: 32 after adjustments

ariable Coefficient Std. Error t-Statistic Prob.
C 0.011888 0.002348 5061416 0.0000
DIFLOGDES 02206789 0.037087 -5 948673 0.0000
R-squared 0.541191 Mean dependentvar 0.011290
Adjusted R-squared 0.525888 S.D. dependentwvar 0019281
S.E. ofregression 0013276 Akaike info criterion -5. 745288
Sum squared resid 0005287 Schwarz criterion -5.653680
Log likelinood 93.92461 Hannan-Cluinn criter. -5.714823
F-statistic 3538671 Durbin-Watson stat 1.540322
Prob(F-statistic) 0.000002
PRUEBA DE AUTO-CORRELACION
(=] Equation: REGCP Workfile: MODELO URUGUAY:Untit... — &

[ViewIPrncIObject] [Printl NameIFreeze] [EstimatEIForecastIStatsIResids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.054743 Prob. F(2,28) 0.3617
Obs*R-squared 2. 241937 Frob. Chi-SquareiZ) 0.2260
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Crate: 111517 Time: 11:032
Sample: 1981 2016
Included cobservations: 32
FPresample and interior missing value lagged residuals set to zero.
YWariable Coefficient Sid. Error t-Statistic FProb.
= -5 6ZE-05 0.002345 -0.023955 0.9811
DIFLOGDES 0.00230323 0.029080 0.205563 0.832826
RESID(-1) 0.211461 0196189 1.07 72340 0.2903
RESID{-2) 0125941 0.195439 0.644399 0.5246
R-squared 0070061 Mean dependent var 1.52E-18
Adjusted R-squared -0.029576 S.D. dependent var 0.012060
S E. of regression 0.013252 Akaike info criterion -5 692924
Sum squared resid 0.0049-17 Schwarz criterion -5 509707
Log likelihood a5 03679 Hannan-Ctuinn criter. 563221932
F-statistic 0. 703162 Churbin-Watson stat 2021199
Frob(F-statistic) 0.558134
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REGRESION INVERSA

-

(=] Equation: REGINVERSA Workfile: MODELO URUGUA.. - O X

[UiewIPrncIDbject] [P‘r’iﬂtINEmEIFFEEIE] [EstimatEIFnrecastlStatslﬂesids]

Cependent Variable: DIFLOGDES

Method: Least Squares

Date: 10M16M7T Time: 22:35

Sample (adjusted): 1981 2016

Included observations: 32 after adjustments

ariable Coefficient =td. Error t-Statistic Prob.
C 0.030402 0.009103 3.339689 0.0023
DIFLOGRIBR -2 452391 0412259 -5 948673 0.0000
F-squared 0.541191 Mean dependentwvar 0.002714
Adjusted R-sgquared 0.525898 3S.0. dependentvar 0.064274
S.E. ofregression 0.044256 Akaike info criterion -3.337178a
Sum squared resid 0.058758 Schwarz criterion -3.245570
Log likelihood 55.39485 Hannan-Ciuinn criter. -3.306813
F-statistic 3538671 Durbin-Watson stat 1.635765
Prob(F-statistic) 0.000002
PRUEBA DE AUTO-CORRELACION
=] Equation: REGINWVERSA Workfile: MODELOD URUGU... — B X
[UiewIProcIDbject] [Prir‘ltINElmEIFrEEZE] [EstimateIForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0652652 Prob. F(2,.28) 0.5284
Obs*R-squared 1. 425330 FProb. Chi-Sguare(2) O 4903
Test Equation:
Dependent Variable: RESID
Method: Least Sgquares
Drate: 11/15M7F Time: 11:04
Sample: 19811 2016
Included observations: 22
Presample and interior missing value lagged residuals setto zero.
variable Coefficient Std. Errar t-Statistic Prokb.
c 0000589 0009373 0.062390 0.9503
DIFLOGPIBR 0036116 042832323 0.0843218 0.9334
RESIC-1) 0038688 0218782 0.17ES322 0.8609
RESIDH-2) 0240606 0227547 1.0573203 0.2994
R-=quared 0. 044542 Mean dependent var 9 97E-18
Adjusted R-squared -0.057829 S.D. dependent var 0.043537
S E. ofregression 0.044FF8 Akaike info criterion -3.257 742
Sum squared resid 0056141 Schwarz criterion -2.074525
Log likelinood S56.123288 Hannan-Quinn criter. -2.197011
F-statistic 0435101 Durbin-Watson stat 1.848512
Prob(F-statistic) 0729571
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(=] Equation: REGCP Workfile: MODELO VENEZUELA:Un... — & X

[UiewIPrncIDbject] [Printl Mame 1 FFEEIE] [EstimatelFnrecastlstatsllﬁlesids]

Cependent Variable: DIFLOGPIBR

Method: Least Squares

Ciate: 111517 Time: 11:06

Sample (adjusted): 1981 2013

Included observations: 33 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 0.011471 0002753 4 167478 0.0002
DIFLOGDES -0.244630 0.035760 -6.8407849 0.0000
DUMMY2003 -0.042666 0.015804 -2 6996623 00113
R-squared 0647775 Mean dependentvar 0.009278
Adjusted R-squared 0.624293 S.D. dependentwvar 0.025380
S.E. of regression 0.015557 Akaike info criterion -5.402133
Sum squared resid 0007260 Schwarz criterion -5. 266087
Log likelihood 9213520 Hannan-Cuinn criter. -5.356358
F-statistic 27.58639 Durbin-Watson stat 1727404
Prob(F-statistic) 0.000000
PRUEBA DE AUTO-CORRELACION
=] Equation: REGCP Workfile: BMAODELOD VEMEZUELA:ZUN..,. — £

[ViewIProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatsIResids]

Breusch-Godfrey Serial Correlation LM Test:

F-=tatistic 3014254 Frob. F{(Z2,28) oO.0652
Obs"R-squared 5. 84656296 Frob. Chi-Sguare(2) oO.05=28
Test Equation:
Cependent Wariable: RESID
Method: Least Sguares
Crate: 111517 Time: 11:08
Sample: 12581 20132
Included observations: 232
Fresample missing value lagged residuals =setto zero.
Wariable Coefficient Std. Error t-Statistic ProbD.
L —D.000155 D.O00Z2592 -0, 059874 0. 9527
DIFLOGDES -0.02217T4 0037327 -0.5940332 0.55732
UMY 2002 0005209 o.015584 0.2322109 0. 74232
RESID-1) 0. 179957 o 128221 D 955092 0. 2472
RESID-2) -0. 427206 01825564 -2 200959 o.0291
R-=qguared O 17FF150 Mean dependent var -1.22E-12
Adjusted R-sgquared O.o059612 S.D. dependaent wvar 00150653
=.E. ofregression 0014607 Akaike info criterion -5 475915
Sum squared resid O 005974 Schwarz criterion 5. 249172
Log likelihood o5 35260 Hanmnan—-Cuinmn criter. -5 299523
F-=statistic 1.507127F Curxin-"Wwatson stat 2092178
Frobi{F-statistic) 0. 225998
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(=] Equation: REGINVERSA Workfile: MODELO VENEZUE... - O X

[‘u‘iewIPrﬂcI Dbject] [P‘riﬂtINHmEIFFEEIE] [Estimate I FnrecastlﬂtatsIResids]

Cependent Variable: DIFLOGDES

Method: Least Squares

Crate: 111517 Time: 11:09

Sample (adjusted): 1981 2013

Included observations: 33 after adjustments

Variable Coefficient =td. Error t-Statistic Prob.
C 0.024768 0.009603 2 579061 0.0148
DIFLOGPIBR -2 2T2833 0.360225 -6.308475 0.0000
F-squared 0562205 Mean dependent var 0.003679
Adjusted R-squared 0.5483083 S.0. dependentvar 0076933
=.E. of regression 0051718 Akaike info criterion -3.027319
Sum squared resid 0082918 Schwarz criterion -2.936621
Log likelinood 51.95076 Hannan-Ciuinn criter. -2.996802
F-statistic 39.80947 Dwrbin-Watson stat 1.674831
Frob{F-statistic) 0.000001
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PRUEBA DE AUTO-CORRELACION

(=] Equation: REGINVERSA  Workfile: MODELO VENEZUE... - O X

[‘JiewlPrncIDbject] [Printl NEH‘IEIFFEEIE] [EstimatEIFnrecastI Statsll-'-‘.esidsl

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.543157  Prob. F(2,29) 0.2307
Cbs*R-squared 3174199 Prob. Chi-Square(?) 0.2045
Test Equation:
Cependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 11:10
Sample: 18981 2013
Included observations: 232
FPresample missing value lagged residuals set to zero.
Variable Coefficient =td. Error t-Statistic Prob.
C -0.000682 0.009457 -0.0720495 0.89430
DIFLOGPIBR 0067083 0358133 0187312 0.8527
RESICH-1) 0204734 0179013 1143963 02620
RESIDN-2) -0.271011 0180974 -1.497512 01451
R-squared 0.096188 Mean dependentvar -2 Z2G6E-18
Adjusted R-squared 0.002690 3S.0D. dependentwvar 0.050904
S.E. ofregression 0.050835 Akaike info criterion -3.007240
Sum squared resid 0.074943 Schwarz criterion -2 825845
Log likelinood 53.61947 Hannan-Quinn criter. -2 946206
F-statistic 1028771 Durbin-YWatson stat 2112594
Probi{F-statistic) 0.394361

-

ANEXO 2: ESTIMACION MODELO GAP, MODELO DE CORRECCION DE
ERRORES Y PRUEBAS DE AUTO-CORRELACION

ARGENTINA

REGRESION DE LARGO PLAZO
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(=] Equation: FMOLS Workfile: ARGENTINA FMOLS:Untit... - & X

[‘u‘iewIPmcl Dbject] [F"riﬂtINEmEIFrEEIE] [EstimatEIFnrecastl Statsll-'-‘.esidsl

Crate: 1111517 Time: 16:

Cependent Variable: LOGBRECHAFIB
Method: Fully Modified Least Squares (FMOLS)

38

Sample (adjusted): 1985 2016
Included cbservations: 32 after adjustments
Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

-

=4 0000)

Variable Coefficient Std. Error t-Statistic Prob.
LOGBRECHADES -0.119140 0.011917 -9.997300 0.0000
RESIDFMOLS-1) 0.667967 0.068532 9746756 0.0000

RESIDZ(-1) 0576882 0116134 4 967402 0.0000

C -0.009545 0.0020897 -4 5518981 0.0001

R-squared 07587138 Mean dependentwvar -0.012412

Adjusted R-squared 0731117 3.0, dependent var 0.039225

S.E. of regression 0020340 3Sum squared resid 0.011554

Curbin-Watson stat 1.9¥3017  Long-run variance 0.000139

REGRESION DE CORTO PLAZO

(=] Equation: REGRESIONCP Workfile: ARGENTIMNA FM... — B X

[‘JiewIPrncIDbject] [PriﬂtINEmEIFrEEIE] [EstimateIF:-recastIStatsIResids]

Dependent Variable: DMLOGBRECHAFRIB)
Method: Least Squares

Cvate: 111517 Time: 16:32

Sample (adjusted); 1983 2016

Included observations: 24 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C -0.001386 0.002998 -0. 462201 0.6473
C{LOGBRECHADES) -0.259846 0.043284 -6.003238 0.0000
RESIDLPA(-1) -0.41447F4 0101617 -4 078793 0.0003
RESIDCPALUTO-1) 0.770283 0192173 4 008272 0.0004
R-squared 0.605319 Mean dependentwvar -0.001384
Adjusted R-squared 0.565350 3S.D. dependentvar 0.026419
S.E. ofregression 0.017407  Akaike info criterion 51853740
Sum squared resid 0.0029090 Schwarz criterion -4 974168
Log likelinood 91.61357 Hannan-Cwuinn criter. -5.092500
F-statistic 1533689 Durbin-Watson stat 212932327
Probi{F-statistic) 0.000003

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGRESIOMCE Waorkfile: ARGEMTIMNA FMO.., — &9 <

[ViewIProcIDbject] [Prir‘lt] NEmEIFrEEZE] [EstimateIForecastIStatSIResids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.405320 Prob. F{(2,24) 0.2648
Obs*R-squared 2. 144991 Prob. Chi-Square(2) 0. 2075

Test Equation:

Dependent WVariable: RESID

Method: Least Squares

Crate: 111517 Time: 16:42

Sample: 1987 2016

Included observations: 30

Presample missing value lagged residuals setto zero.

Wariable Coefficient =td. Error t-Statistic Prob.
Z 0. 0004321 0.0032427 -0.125708 0.29010
DMLOGBRECHADES) 0.0291320 0.0587G63 0.665894 o.5118
RESIDLPFIMALC-1)Y 0. 174420 0261661 0.482274 0.6340
RESIDCPF(-1) 0.266151 0.220494 07839062 0.4407
RESID-1) -0.59557F7 0414995 -1.435142 0.16542
RESID-2) -0.286123 0.224912 -1.218001 0.2351
R-squared 010433232 Mean dependent var -5.51E-19
Adjusted R-squared -0.081660 S D. dependeaent wvar 0017927
S E. ofregression 0018645 Akaike info criterion -4 949632
Sum squared resid 000832432 Schwarz criterion -4 56693292
Log likelihood 280.24447F Hanman-CQuinn criter. -4 859920
F-statistic 0552128 Durbin-Watson stat 2092828

Prob(F-statistic) 0727912

REGRESION INVERSA

(=) Equation: FMOLSINVERSA Workfile: ARGENTINA .. - B2 X

View | Proc | Object | | Print | Mame | Freeze | | Estimate | Forecast | Stats | Resids

Cependent Variable: LOGBRECHADES

Method: Fully Modified Least 3quares (FMOL3)

Date: 111517 Time: 16:44

Zample (adjusted): 1985 2016

Included observations: 32 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4.0000)
Wariable Coefficient Std. Errar t-Statistic Frob.

LOGBERECHARIB -2.902137 0.209442 -13.85650 0.0000
RESIDFMOLSIMV-1) 0866885 0.046852 18.50280 0.0000
RESID3(-1) 0.634185 0125104 5.069270 0.0000
C -0.0434983 0.008196 -5.307128 0.0000
R-squared 0.900214 Mean dependentwvar -0.007424
Adjusted R-squared 0.889523 3.0D. dependentvar 0183572
3.E. of regression 0061016 3Sum squared resid 0104242
Curbin-Watson stat 22280584 Long-runvariance 0.001928

-
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REGRESION DE CORTO PLAZO

(=] Equation: REGCPINVERSA Workfile: ARGENTINAF.. - O X

[UiewIPrncIDbject] [Print[NamelFreeze] [EstimateIFﬂrecastIStatsIRESidS]

Dependent Variable: D{LOGBRECHADES)
Method: Least Squares

Date: 11M15M7 Time: 16:58

Sample (adjusted): 1986 2016

Included observations: 31 after adjustments

Yariable Coefficient Std. Error t-Statistic Prokb.
Z 0.003178 0.011037 0.287908 0.7755
DILOGBRECHARIB) -1.586078 0439386 -3.609756 0.0012
RESIDLPIMNW(-1) 0361874 0.191688 1.887828 0.0695
R-squared 0.354467 Mean dependentwvar 0.002882
Adjusted R-squared 0.308357 S.0. dependentwvar 0.073887
S E. ofregression 0.061449 Akaike info criterion -2 649466
Sum squared resid 0105726 Schwarz criterion -2.510693
Log likelinood 44 06673 Hannan-CQuinn criter. -2.604230
F-statistic 7.687492 Durbin-\Watson stat 1.650391
Prob(F-statistic) 0.002182

PRUEBA DE AUTO-CORRELACION

(=] Equation: REGCPIMNWVERSA Workfile: ARGENTIMNAF.. — =5 X

[ViewIProcIDbject] [PrintINEmEIFrEEZE] [EstimatEIFnrecastIStatslﬂesids]

Breusch-Godfrey Serial Caorrelation LM Test:

F-statistic 2477918 Frob. F(2 2G6) 01035
Obs*R-squared 4. 962906 Prob. Chi-Square(Z) 0.0836

Test Equation:

Crependent Variable: RESID

Method: Least Sgquares

Date: 11/M15M7F Time: 16:59

Sample: 1986 2016

Included observations: 31

Presample missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic Prob.
= -0.000649 0010501 -0.061827 0.9512
CHLOGBRECHARIB) 0128543 0428365 0.200079 07665
RESIDLPIMNW{-1) 0009047 0.295437 0.030621 0.a97s8
RESID(-1) 0095412 0.289433 0.229651 0. 7443
RESID(-2) 0280815 0. 2086009 1.848538 0.0759
R-squared 0180094 Mean dependent var -2.58E-18
Adjusted R-sgquared 0020877 S 0. dependent var 0.059365
S E. ofregression 0058441 Akaike info criterion -2 6948599
Sum squared resid 0083800 Schwarz criterion -2 463611
Log likelinood 4G FFr093 Hannan-Ciuinn criter. -2.619505
F-statistic 1.238959 Durbin-Watson stat 1.823165

Prob(F-statistic) 0.218950
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BOLIVIA

REGRESION DE LARGO PLAZO

[=] Equation: REGFMOLS Workfile: BOLIVIA FMOLS:Un... - & X

-

[UiewIPmcIDbject] [PrinthamelFreeze] [EstimateIForecastIStatisesids]

Dependent Variable: LOGBRECHAFIB

Method: Fully Maodified Least Sguares (FMOLS)
Date: 111517 Time: 1700
Sample (adjusted); 1936 2016
Included observations: 31 after adjustments
Cointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, Mewey-\West fixed bandwidth

=4 0000}

Variable Coefficient Std. Error t-Statistic Frob.
LOGBRECHADES 0142247 0021213 -4 545881 0.0001
RESIDLP{-4) 0.946102 0182878 5170588 0.0000
C -0.024586 0.007110 -2.457688 0.0018
R-squared 0477540 Mean dependentvar -0.020753
Adjusted R-squared 0440221 S.0D. dependentwvar 0.035645
S.E. of regression 0026669 Sum squared resid 0.019914
Durbin-Watson stat 1.022667 Long-run variance 0.001160

REGRESION DE CORTO PLAZO

(=] Equation: REGCP Workfile: BOLIVIA FMOLS:Untitledy, - B X

-

[‘JiewIPmcIDbject] [PrinthameIFreeze] [EstimatEIFnrecastIStEtslResidsl

Method: Least Squares

Date: 111517 Time: 17:01
Sample (adjusted). 1989 2016
Included observations: 28 after adjustments

Dependent Variable: D(LOGBRECHARIB)

“Variable Coefficient Std. Error t-Statistic Prob.
C 0.003287 0.001627 2020318 0.0546
DILOGBERECHADES) -0.032364 0.012323 -2 626263 0.0148
RESIDLPSIMNALUTO-1)Y  -0.247128 0.084386 -2 928187 0.0074
RESIDCP{-2) 0.875204 0120056 T7.289944 0.0000
R-squared 0.698651 Mean dependentwvar 0003439
Adjusted R-squared 0660983 S.0D. dependentwvar 0.014588
S.E. of regression 0.008484 Akaike info criterion -6.567311
Sum squared resid 0.001732 Schwarz criterion -6.376996
Log likelinood 9594235 Hannan-Cuinn criter. -6.509130
F-statistic 18.84733 Durbin-\YWatson stat 2428447
Probi(F-statistic) 0.000002
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PRUEBA DE AUTO-CORRELACION

-

(=] Equation: REGCP Workfile: BOLIVIA FMOLS:Untitledy, - B X

[‘u‘iewIPrncIDbject] [PrintINamEIFreezE] [EstimateIFnrecastIStatslﬁesids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0686614 Prob. F{2,22) 05137
Obs*R-squared 1.645061  Prob. Chi-Sguare(2) 0.4393

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 111517 Time: 17:02

Sample: 1989 2016

Included observations: 28

Presample missing value lagged residuals setto zero.

Variable Coefficient Std. Errar t-Statistic Prob.

C -6.62E-06 0.001650 -0.004011 0.9968
D{LOGBRECHADES) 0.001052 0.012582 0.083633 0.9341
RESIDLPSIMNAUTO-1) 0.033405 0.0908382 0367566 07167

RESIDCP(-2) -0.036933 0.143886 -0.2566749 0.79938
RESID{-1) -0.229636 0.229871 -0.998979 0.3287
RESID{-2) 0.088542 0.254675 0.347667 07314

R-squared 00588752 Mean dependentvar -3.41E-19
Adjusted R-squared -0.1558168 S.0D. dependentwvar 0.0080038
S.E. of regression 0008607 Akaike info criterion -6.485003
Sum squared resid 0001630 Schwarz criterion -6.199530
Log likelihood 95.79004 Hannan-Cuinn criter. -6.397731
F-statistic 0274646 Durbin-Watson stat 2061138
ProbiF-statistic) 0.922083
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(=] Equation: FMOLSINV Workfile: BRASIL FMOLS:Unti.. - O X

[‘u‘iewl PrncIDbject] [PriﬂtINamEIFrEEIE] [EstimatEIFnrecastI Statslﬁesids]

Crate: 11M15M7F Time: 17
Sample (adjusted): 1986

06
2016

Dependent Variable: LOGEBERECHADES
Method: Fully Modified Least Squares (FMOLS)

Included ocbservations: 31 after adjustments
Cointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, MNeweay-Weast fixed bandwidth

=4 .0000)

Variable Coefficient Std. Error t-Statistic Prob.
LOGBRECHARIB -4 484470 0.615971 -T.280327 0.0000
RESIDALUTO-4) 0.956127 0.130621 ¥.319839 0.0000

C 0.006744 0016762 0402367 0.6905
R-squared 0.689418 Mean dependentwvar 0.001997
Adjusted R-squared 0.667222 2.D. dependent var 0.161990
S.E. of regression 0.0932445 Sum squared resid 0.244498
Durbin-Watson stat 1.219961 Long-run variance 0.008071
REGRESION DE CORTO PLAZO
=] Equation: REGCPINVEESA Workfile: BEASIL FMOLS:... - O X
[‘JiewIPmcIDbject] [PrinthamEIFreezE] [EstimatelFnrecastlstatisesids]
Dependent Variable: D{LOGBRECHADES)
Method: Least Squares
Date: 111517 Time: 17:08
Sample (adjusted) 1939 2016
Included observations: 28 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C 0013212 0.010359 1.275427 0.2144
DLOGBRECHARPIB) -2 673670 0622212 -4 297043 0.0002
RESIDIMNW-1) -0 226224 0167508 -1.350525 0.1394
RESIDCPIMNV(-2) -0.561651 0165754 -3.388455 0.0024
R-squared 0.513576 Mean dependentwvar 0.017111
Adjusted R-squared 0452773 S.0D. dependentvar 0.073311
S E. ofregression 0.054231 Akaike info criterion -2 859546
Sum squared resid 0.070585 Schwarz criterion -2 GE9Z231
Log likelihood 44 03365 Hannan-CQuinn criter. -2 801365
F-statistic 3.446546 Durbin-\Watson stat 1.803982
Prob(F-statistic) 0.000525
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PRUEBA DE AUTO-CORRELACION

=l Equation: REGCPINVRESA Workfile: BRASIL FMOLS:U... — B8 X
[ViewIPrncIDbject] [PrintINameIFreeze] [EstimateIFnrecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test: -~
F-statistic 0.430541 Prob. F(2,22) 0.6555
Obs*R-squared 1.0546544 FProb. Chi-Square(2) 0.5902
Test Equation:
Dependent YVariable: RESID
Method: Least Squares
Cate: 1115817 Time: 17:08
Sample: 1989 2016
Included ocbservations: 28
Presample missing value lagged residuals setto zero.
Wariable Coefficient Std. Error t-Statistic Frob.
= -0.000264 0010816 -0.024433 0. 9807
D{LOGBRECHARIB) -0.154437 0.659022 -0.234342 02169
RESIDIMNV(-1) 0.013055 0.219521 0.059459 0.9531
RESIDCRIMNW-2) -0.192282 0277819 -0.692112 04961
RESID-1) -0.090387 0287155 -0.314768 0. 7559
RESID{-2) 0.3214380 0363534 0. 864789 0. 3965
R-squared 0.03TE66 Mean dependent var -9.91E-19
Adjusted R-squared 012810486 S.0. dependent var 0.051120
S E. of regression 0055566 Akaike info criterion -2 755083
Sum squared resid 0067927 Schwarz criterion -2 459610
Log likelihood 44 57116 Hannan-Quinn criter. -2 667811
F-statistic 0AAT2216 Durbkin-Watson stat 1. 774517
Prob(F-statistic) 0.970176 -
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REGRESION DE LARGO PLAZO

(=] Equation: FMOLS Workfile: CHILE FMOLS:Untitled\ - B X

[ViewIPrncIDbject] [PrintINameIFreeze] [EstimateanrecastIStatisesidS]

Date: 1111517 Time: 17:10
Sample (adjusted): 1989 2016

Dependent Variable: LOGBRECHARIB
Method: Fully Modified Least Squares (FMOLS)

Included observations: 28 after adjustments
Cuointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4.0000)

Wariable Coefficient Std. Error t-Statistic Prob.
LOGBERECHADES 0.030270 0.025368 1.183198 0.2445
RESIDLP{-1} 0725223 0108212 6701888 0.0000
RESIDLPAUTO-3) 0.616051 0.145239 4 240163 0.0003
C -0.006363 0.003327 -1.912400 0.0678
R-squared 0565683 Mean dependentvar -0.009676
Adjusted R-squared 0.511384 S.0. dependentvar 0.021766
S.E. of regression 0.015214 Sum squared resid 0.005556
Durbin-Watson stat 1.869239 Long-runwvariance 0.000176

REGRESION DE CORTO PLAZO
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(=] Equation: REGCP Warkfile: CHILE FMOLS:Untitledy - B X
[‘JiewIPmcIDbject] [PrinthamElFreezE] [EstimateIFﬂrecastIStatSIRESidsl
Dependent Variable: DILOGBRECHARIB)
Method: Least Squares
Drate: 111517 Time: 17:13
Sample (adjusted): 1991 2016
Included observations: 26 after adjustments
ariable Coefficient Std. Error -Statistic FProb.
C 0.002139 0.002431 1.291053 0.2101
DILOGBRECHADES) -0.157796 0.037676 -4.188201 0.0004
RESIDLPA{-1) 0.074095 0177826 0416672 0.6810
REZIDCP1(-1) -0.299600 0.209440 -1.907946 0.0695
R-squared 0.533518 Mean dependent var 0002672
Adjusted R-squared 0469906 S.0D. dependentwvar 0017012
S.E. of regression 0.012386 Akaike info criterion -5.803900
Sum squared resid 0.003375 Schwarz criterion -5.610347
Log likelihood 7945070 Hannan-Qwinn criter. -5.748164
F-statistic 8287158 Durbin-Watson stat 2169733
Prob(F-statistic) 0.000666
PRUEBA DE AUTO-CORRELACION
=1 Equation: REGCP Workfile: CHILE FMOLS::Untitled®, — B X
[ViewIProcIDbjed:] [PrintINameIFreeze] [EstimateIForecastlStatslResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0. 903999 FProb. F(2,20) 04189
Cbs*R-squared 2. 166457 FProb. Chi-Square(Z) 0.23285
Test Equation:
Crependent Variable: RESID
Method: Least Squares
Date: 11/M15M7F Time: 17:13
Sample: 1991 2016
Included observations: 26
Presample missing value lagged residuals set to zero.
Wariable Coefficient Std. Error t-Statistic Prob.
c -4 F3E-05 0002441 -0.019572 0.9546
D{LOGBRECHADES) 0001287 0029087 0.0322921 0.9741
RESIDLP1{-1) 0016002 0. 179090 0.029350 0.9297
RESIDCPA-1) 0.824732 0O.689922 1.209894 0.2404
RESID-1) -0.922805 0.697920 -1.322222 02010
RESID-2) 0219127 0.322610 06792320 0. 5048
R-squared 00833226 Mean dependent var -6.67E-20
Adjusted R-squared -0.145843 S O dependent var 00116189
S E. of regression 0.012437 Akaike info criterion -5 T72T0O57
Sum squared resid 00032094 Schwarz criterion -5 . 4465T27T
Log likelinood S20.58174 Hannan-Quinn criter. -5.653452
F-statistic 0363600 Durbin-YWatson stat 1.836105
FProb(F-statistic) 08673249

REGRESION INVERSA

73 DAVID VASQUEZ CORRAL



REN » -

UNIVERSIDAD DE CUENCA gﬂ.

-

(=] Equation: FMOLSINVERSA Workfile: CHILE FMOLS:U.. - B x
Stats

Yiew | Proc| Object | | Print | Mame | Freeze | | Estimate | Forecast Resids

Dependent YVariable: LOGBRECHADES

Method: Fully Modified Least Squares (FMOLS)

Date: 111517 Time: 1714

Sample (adjusted): 1984 2016

Included observations: 33 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4 0000)
Variable Coefficient Std. Error t-Statistic Frob.

LOGBRECHARIB 1.114039 0.380433 2827925 0.0065

RESIDAUTOINY(-1) 0780713 0067394 11.58425 0.0000

C -0.056508 0009451  -5.979212 0.0000

F-squared 0601357 Mean dependent var -0.063240

Adjusted R-squared 0574781 3.0 dependentvar 0117040

S.E. of regression 0076320 Sum squared resid 0174745

Durbin-VWatson stat 2227951 Long-run variance 0.002276

REGRESION DE CORTO PLAZO

(=] Equation: REGCPINVERSA Workfile: CHILE FMOLS:U... - & X

[‘JiewlecIDbject] [PrintINameIFreezE] [EstimatEIFnrecastlstatslﬂesids]

Dependent Variable: DMLOGEBERECHADES)
Method: Least Squares

Date: 111817 Time: 17:15

Sample (adjusted); 1985 2016

Included obsemvations: 32 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
Z -0.011782 0.011706 -1.006482 0.3225
DILOGBERECHAFIB) -1.632007 0.710243 -2.287813 0.0290
RESIDFMOLSIMNY(-1) -0.295167 0.158980 -1.856632 0.0735
R-squared 0245496 Mean dependentvar -0.010188
Adjusted R-squared 01934617 S.D. dependentwvar 0073443
S E. ofregression 0065958 Akaike info criterion -Z2.510544
Sum squared resid 0.126162 Schwarz criterion -2.373132
Log likelinood 4316871 Hannan-Cuinn criter. -2. 4564996
F-statistic 4717916 Durbin-Watson stat 1.403938
Prob(F-statistic) 0.016830
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PRUEBA DE AUTO-CORRELACION

(=] Equation: REGCPINVERSA Workfile: CHILE FMOLS:U... — = X
[ViewlProcIDbject] [PrintINameIFreezE] [EstimatEIForecastlStatsIResids]
Breusch-Godfrey Serial Correlation LM Test: -~
F-statistic 2817692 Prob. F{2,27T) 0.0774
Obs*R-squared 5. 525668 Frob. Chi-Square(Z) 0.0631
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Crate: 111517 Time: 17:15
Sample: 1985 2016
Included observations: 32
Presample missing value lagged residuals setto zero.
Variable Coefficient Std. Error t-Statistic Prob.
= -0.001264 0011080 -0.114054 0.9100
CLOGBRECHAFIB) -0. 203441 0675485 -0.2301178 0. 7656
RESIDFMOLSIMW{-1) -0.253690 0216737 -1.170499 0.2520
RESID(-1) 0.442242 0.264741 1670473 0. 1064
RESID(-2) 0171297 0.192315 0.890708 0.32810
R-squared 0 ATF2677 Mean dependent var 5.42E-19
Adjusted R-squared 0.050111 S. 0. dependeant var 0.063795
S.E. ofregression 0062176 Akaike info criterion -2.875105
Sum squared resid 0104377 Schwarz criterion -2 346084
Log likelinood 46 20168 Hanmnnan-Quinn criter. -2.499191
F-statistic 1.408846 Crurbin-Watson stat 2 223769
Probi{F-statistic) 0.257754
S

COLOMBIA

REGRESION DE LARGO PLAZO
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(=) Equation: REGFMOLS Workfile: COLOMBIA FMOLS:U... - O X

-

[UiewlecIDbject] [PrinthamelFreeze] [EstimateIFnrecastIStatisesids]

Date: 111817 Time: 17:17
Sample (adjusted): 1983 2016

Dependent Variable: LOGBRECHARIB
Method: Fully Modified Least Squares (FMOLS)

Included observations: 31 after adjustments
Cointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4.0000)
Variable Coefficient Std. Error t-Statistic Prob.

LOGBRECHADES -0.330114 0.025716 -12 83686 0.0000
RESIDLP{-1) 0.825355 0.082404 11.22951 0.0000
C -0.004919 0.002359 -2.085233 0.0463
R-squared 0.733372 Mean dependentwvar -0.005170
Adjusted R-squared 0.714327 5.0D. dependentwvar 0.034678
S.E. of regression 0.018535 Sum squared resid 0.009619
Durbin-Watson stat 1.587Y8741 Long-run variance 0.000171

REGRESION DE CORTO PLAZO

(=] Equation: REGCP Workfile: COLOMBIA FMOLS:Unt.. - O X

-

[View[PrncIUbjectl [Print[NameIFreeze] [EstimateIFnrecastIStatslﬁesidsl

Method: Least Sguares
Date: 11M15M7 Time: 17:21
Sample (adjusted): 1934 2016

Dependent Variable: D{LOGBRECHARPIB)

Included observations: 30 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 0000122 0002465 0049442 086049
D{LOGBERECHADES) -0.071854 0046810 -1.6535029 01364
RESIDLPALITO-1) -0176E295 0149704 -1A7TE26 02492
R-squared 0.176864 Mean dependentwvar 0.000351
Adjusted R-squared 0.115891 S.0. dependentwvar 0.014345
3.E. of regression 0.013488 Akaike info criterion -5.679349
Sum squared resid 0.004912 Schwarz criterion -5.539230
Lag likelinood 38.18024 Hannan-CQuinn criter. -5.634524
F-statistic 2900694 Durbin-Watson stat 1.553617
Prob(F-statistic) 0072285

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGCP Workfile: COLOMEBIA FMOLS:Unti.. — 5 X

[ViewIProcIDbject] [PrintINamEIFreezE] [EStirl'lEltEIFDFECEStIStEtSIRESidS]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1.246579 Prob. F(2,25) 0.3047
Obs*R-squared 2. 720485 Prob. Chi-Square(2) 0.2566

Test Equation:

Dependent Wariable: RESID

Method: Least Squares

Date: 11M15M7F Time: 17:22

Sample: 1984 2016

Included cbservations: 20

Presample and interior missing value lagged residuals set o zero.

Variable Coefficient Std. Error t-Statistic Prob.
c -2 1Z2E-06 0.002443 -0.001276 0.9990
O{LOGBRECHADES) -0.008384 0046768 -0 179275 08592
RESIDLPALTO-1) -0 AT2T80 0120548 -0.905325 0.3739
RESID-1) 0406864 0257857 1. 677866 01272
RESID-2) -0.043702 0218101 -0. 200377 0.8428
R-squared 0.090683 Mean dependent var -5.28E-19
Adjusted R-squared -0.0542308 S.D. dependent var 0.012015
S.E. ofregression 0.0132367 Akaike info criterion -5.641077
Sum squared resid 0004467 Schwarz criterion -5.407545
Log likelihood 89.61616 Hannan-Cwuinn criter. -5 566368
F-statistic 0623289 Durbin-Watson stat 2074874

Prob(F-statistic) 0.650193

REGRESION INVERSA

-

(=] Equation: FMOLSINY  Workfile: COLOMEIA FMOLS.... - O x

[UiewlPrncIDbject] [Printl NamEIFrEEIEl [EstimatelFcurecastIStatsIResids]

Dependent Variable: LOGBRECHADES

Method: Fully Modified Least Squares (FMOLS)

Date: 111517 Time: 1722

Sample (adjusted); 1983 2016

Included observations: 31 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Barlett kernel, Mewey-West fixed bandwidth

= 4.0000)
Variable Coefficient Std. Error t-Statistic Frob.

LOGBRECHAFIB -1.623370 01573249 -10.31832 0.0000
RESIDAUTOIMNY-1) 0.847232 0.066142 12.80936 0.0000
C -0.0198249 0.005424 -3.655874 0.0010
R-squared 0754438 WMean dependentwvar -0.006439
Adjusted R-squared 0736898 S.D. dependentwvar 0100261
S.E. ofregression 0.051427  Sum squared resid 0.074053
Durbin-Watson stat 1.396981 Long-runvariance 0.000887
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[View[Pmchb_iect] [PrintINamelFreezE] [EstimatelForecastIStatisesids]

Method: Least Squares

Date: 111817 Time: 1723
Sample (adjusted): 1984 2016
Included observations: 30 after adjustments

Dependent Variable: D{LOGBERECHADES)

Wariable Coefficient Std. Error t-Statistic Prob.

C -0.001077 0.008828 -0.108439 0.9144
DLOGBRECHARIB) -1.195328 0. 756767 -1.579518 0.1258
RESIDFMOLSIMNY-1) 0.210754 0.215822 0.976066 0.3377

R-squared 0164081 Mean dependent var -0.001708
Adjusted R-squared 0102161 3.0, dependent var 0.0573649
S.E. ofregression 0.0543589 Akaike info criterion -2.891767
Sum sguared resid 0.079783 Schwarz criterion -2.751647
Log likelihood 46 376580 Hannan-Cuinn criter. -2 846941
F-statistic 2649881 Durbin-\Watson stat 1.7728649
Prob(F-statistic) 0.083964
PRUEBA DE AUTO-CORRELACION
(=] Equation: REGCPINY  Workfile: COLOMBIA FMOLS:U... — = X
[ViewlProchb_iect] [PrinthamElFreeze] [EstimateIForecastIStatisesids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.291606 Prob. F(2,25) 02673
Obs*R-squared 3.005281 Prob. Chi-Square(2) 0.2225
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 1724
Sample: 1984 2016
Included observations: 30
Presample and interior missing value lagged residuals setto zero.
Variable Coeflicient Std. Error t-Statistic Frob.

C 0.000404 0.009794 0.041240 09674
D{LOGBRECHARIB) 0006623 0750648 0.008823 0.9930
RESIDFMOLSIMNW-1) -0.935154 0.601965 -1.553501 0.1329

RESID-1) 0.905995 0.552594 1.637490 0.1141

RESID-2) 0245283 0238162 1.029900 0.3129
R-squared 0100176 Mean dependent var 3.24E-18
Adjusted R-squared -0.043796 S.D. dependentwvar 0.052451
S.E. of regression 0.053588 Akaike info criterion -2.863990
Sum squared resid 0071791 Schwarz criterion -2 630457
Log likelihood 47 858984 Hannan-Qwinn criter. -2.789280
F-statistic 0.5958032 Durbin-Watson stat 2021951
FProb{F-statistic) 0.601972

78 DAVID VASQUEZ CORRAL



REN » -

UNIVERSIDAD DE CUENCA f?f“-

ECUADOR

REGRESION DE LARGO PLAZO

(=] Equation: REGFMOLS Workfile: ECUADOR FMOLS:Un... - & X

[‘JiewIPmcIDbject] [Prir‘ltINEmEIFr’EEIEl [EstirnateIFﬂrecastIStatSIRESids]

Dependent Variable: LOGBRECHAFIB

Method: Fully Modified Least Squares (FMOLS)

Date: 11M15M7T Time: 17:25

Sample (adjusted): 1988 2016

Included abservations: 29 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Newey-\West fixed bandwidth

=4 .0000)
Yariable Coefficient Std. Error t-Statistic Praob.

LOGBRECHADES -0.223267 0.019412 -11.50162 0.0000

C -0.007730 0.002862 -2 700605 0.0118
R-squared 0727354 Mean dependentwvar -0.012541
Adjusted E-squared 0.717256 3.0, dependentvar 0.033240
S.E. ofregression 0.017675  Sum squared resid 0.003435
Dwurbin-VWatson stat 1.376455 Long-run wvariance 0.000234

REGRESION DE CORTO PLAZO
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(=] Equation: REGCP Workfile: ECUADOR FMOLS:Untitle.. - & X

View | Proc| Object | | Print | Mame | Freeze | | Estimate | Forecast | Stats | Resids

Dependent Variable: D{LOGBRECHAFRIB)
Method: Least Squares

Date: 111517 Time: 17:25

Sample (adjusted): 1989 2016

Included observations: 28 after adjustments

Wariable Coefficient =td. Errar t-Statistic Praob.
C -0.000564 0.001472  -0.382977 0.7050
D{LOGBRECHADES)  -0.068537 0016232 4222024 0.0003
RESIDLP{-1) -0.568762 0.089251 -6.383823 0.0000
R-=zgquared 0.661440 WMean dependentvar 0.000439
Adjusted R-squared 0.634355 3.D. dependentwvar 0012823
S.E. of regression 0.007754 Akaike info criterion -6.780237
Sum squared resid 0.001503 Schwarz criterion -6.637501
Log likelinood 97 92332 Hannan-Quinn criter. -6. 736601
F-statistic 2442102  Durbin-Watson stat 1.564769
Frob(F-statistic) 0.000001

PRUEBA DE AUTO-CORRELACION

80 DAVID VASQUEZ CORRAL



REN » -

UNIVERSIDAD DE CUENCA é~ﬂ.

[=] Equation: REGCP Workfile: ECUADOR FMOLS:Untitle.. — O X
[UiewIPrncIDbject] [PrintINameIFreeze] [EstimateIFnrecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test: -
F-statistic 1.292242 Prob. F(2,23) 0.2939
Obps*R-squared 2828495 Prob. Chi-Square(2) 024231
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 1115817 Time: 1726
Sample: 1929 2016
Included observations: 28
Presample missing value lagged residuals setto zero.
“ariable Coefficient Sid. Error t-Statistic Frob.
c -9 96E-05 0.001459 -0.068236 0.9462
MLOGBRECHADES) -0.005549 0.016439 -0.337535 0. 72288
RESIDLP{-1) -0.034517 0103289 -0.334181 07413
RESIDH-1) 0.204428 0227401 1.338726 0.1937
RESID(-2) -0.217649 0212736 -1.02320932 0.31649
R-squared 0101018 Mean dependentvar 5.58E-19
Adjusted R-squared 0055327 S.D. dependentvar 0.007461
S.E. of regression 0.007665 Akaike info criterion -6. 743872
Sum squared resid 0.001351 Schwarz criterion -6.505978
Log likelihood 99 41421 Hannan-Quinn criter. -6.67 1145
F-statistic 0.646121 Durbin-Watson stat 2128164
FProb(F-statistic) 0635235
o
REGRESION INVERSA
(=] Equation: FMOLSINY  Workfile: ECUADOR FMOLS:... - O X
[‘u‘iewlecIDb_iect] [P‘r’ir‘ltINElﬂ'lEIFr’EEIE] [EstimatelFnrecastlstatslﬁesids]
DependentVariable: LOGBRECHADES
Method: Fully Modified Least Squares (FMOLS)
Date: 111817 Time: 1727
Sample (adjusted): 1987 2016
Included observations: 30 after adjustments
Cointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth
=4 0000}
Variable Coefficient Std. Error t-Statistic Prob.
LOGBRECHARIB -3.964744 0.332839 -11.91191 0.0000
C -0.029734 0.011451 -2 6003891 0.0147
R-squared 0.746456 Mean dependentwar 0018166
Adjusted R-squared 0737411 3.0, dependentvar 0146357
S.E. ofregression 0074998 Sum squared resid 0157494
Curbin-\Watson stat 1.434371  Long-runwvariance 0.003455
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[=] Equation: REGCPINV  Workfile: ECUADOR FMOLS:... - & X
[UiewlProcIDbject] [PrintINamEIFreeze] [EstimatelForecastIStetsIF-‘.esi::Is]
Dependent Variable: DILOGBRECHADES)
Method: Least Squares
Date: 111517 Time: 1728
Sample (adjusted). 1988 2016
Included observations: 29 after adjustments
Variable Coefficient Std. Error t-Statistic Prof.
C -0.000697F 0.013460 -0.051750 0.9591
DILOGERECHAPIB) -5.350789 1.312557 -4 076616 0.0004
RESIDFMOLSIMNW-1) -0.871876 0224610 -3.881737 0.0006
R-squared 0.435764 Mean dependentwar -0.004500
Adjusted R-squared 0.392361 S.D. dependentwvar 0.092725
S.E. of regression 0072280 Akaike info criterion -2 318834
Sum squared resid 0.135835 Schwarz criterion -2 177390
Log likelinood 36.62310 Hannan-Cuinn criter. -2 274536
F-statistic 10.04001 Dwurbin-Watson stat 1.834374
Prob{F-statistic) 0000587
PRUEBA DE AUTO-CORRELACION
(=] Eguation: REGCPIMNY  Workfile: ECUADOR FMOLS:U.. — O X
[ViewIProcIDbject] [P‘rintINameIFreeze] [EstimatelForecastlStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.242973 Prob. F(2,24) 07131
Obs*R-squared 02805319 Prob. Chi-Square(2) 06684
Test Equation:
Dependent WVariable: RESID
Method: Least Squares
Date: 1111517 Time: 17:28
Sample: 1988 2016
Included observations: 29
Presample missing value lagged residuals set to zero.
Wariable Coefficient =Std. Error t-Statistic Prob.
o -0.000299 o.013821 -0.021638 0.9829
C{LOGBRECHAFRIB) 0002474 1.260523 0.002554 0.9930
RESIDFMOLSIMNY-1) 0.0632390 0. 703120 0.090366 0.9234
RESID(-1) -0.012409 0. 730299 -0.026576 0.9790
RESID(-2) -0.180145 0278172 -0 647602 05234
R-squared 00277387 Mean dependent var -5.832E-18
Adjusted R-squared -0.134249 S.0. dependent var 0069651
S.E. ofregression 0074179 Akaike info criterion -2.2090832
Sum squaredresid 0132061 Schwarz criterion -1.973343
Log likelinood I7.03171 Hannan-Ctuinn criter. -2.135252
F-statistic 0171486 Durbin-Watson stat 1.994318
Prob({F-statistic) 0.950850
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[UiewlP‘mcIDbject] [PrintINamelFreeze] [EstimateIF:-recastlStatsIResids]

Dependent Variable: LOGBRECHAFIB

Method: Fully Modified Least Squares (FMOLS)
Date: 111817 Time: 17:28
Sample (adjusted): 1991 2016
Included observations: 26 after adjustments
Cointegrating equation deterministics: C
Laong-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

-

= 3.0000)
Variable Coefficient Std. Error -Statistic Prob.
LOGBRECHADES -0.1326249 0.055362 -2 395657 0.0251
RESIDLP(-2) 0.680990 0.142318 4 785003 0.0001
C -0.005613 0.003807 -1.474240 0.1540
R-squared 0272709 Mean dependentwvar 1.82E-05
Adjusted R-sgquared 0209466 S.D. dependentwar 0.018298
S.E. of regression 0016269 Sum squared resid 0006038
DCurbin-\Watson stat 1.262844 Long-runvariance 0.000195
REGRESION DE CORTO PLAZO
(=] Equation: REGCP Workfile: EL SALVADOR FMOLS:... — O X
[‘JiewlecIDbject] [PrintINamElFrEEIE] [Estimate[Fnrecastlﬂtats[Resids]
Dependent Variable: DILOGBRECHARIB)
Method: Least Squares
Date: 1115817 Time: 17:31
Sample (adjusted): 1992 2016
Included observations: 25 after adjustments
“Yariable Coefficient Std. Error t-Statistic Prob.
C 0.001652 0.003005 0.549648 0.5881
DILOGBERECHADES) -0.018374 0.079570 -0.230917 0.8195
RESIDLP1(-1) -0.224267 0.245129 -0.914895 0.3702
R-squared 0.041037 Mean dependentvar 0.001871
Adjusted R-squared -0.046141 S.0. dependentwvar 0014633
S.E. of regression 0.014967 Akaike info criterion -5.453825
Sum squared resid 0.004928 Schwarz criterion -5.307560
Log likelinood 7117281 Hannan-Quinn criter. -5.413257
F-statistic 0470724 Durbin-Watson stat 254951495
Probi{F-statistic) 0630696
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PRUEBA DE AUTO-CORRELACION

(=] Equation: REGCP Waorkfile: EL SALVADOR FMOLS:.., — 5 X

[UiewIProcIDbject] [PrintINamEIFreezE] [EstimateIForecastI StatsIRESids]

Breusch-Godfrey Serial Correlation LM Testi:

F-statistic 2106394 Frob. F(Z,20) 0.1479
Obs*R-squared 4 349755 Prob. Chi-Square(2) 01136

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Crate: 1115117 Time: 17:31

Sample: 1992 2016

Included ocbservations: 25

Fresample missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic Prob.
= -6.38E-05 0002870 0022236 0.9825
O{LOGBRECHADES) -0.031525 0.084430 -0.373393 07128
RESIDLPA{-1) 0.056534 0.343922 0.164381 08711
RESID(-1) -0.302519 0.201649 -1.002885 0.3279
RESID(-2) 0.246570 0275955 0.290290 0.2839
R-=quared 0173990 Mean dependent var 1.01E-18
Adjusted R-squared 0.0087TE8 S.D. dependent var 0014329
S.E. ofregression 0.014266 Akaike info criterion -5 484974
Sum squared resid 0004071 Schwarz criterion -5 241199
Log likelihood T3.586217 Hannan-Cuinn criter. -5. 417361
F-statistic 1.053197 Durbin-Watson stat 1.991817

Prob({F-statistic) 0. 405123

REGRESION INVERSA
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(=) Equation: FMOLSINYV  Workfile: EL SALVADOR FMOLS... - & Xx
Object

Print

Stats

Resids

Mame | Freeze | | Estimate | Forecast

View | Proc

Dependent Yariable: LOGBRECHADES

Method: Fully Modified Least Squares (FMOLS)

Date: 111517 Time: 17:32

Sample (adjusted): 1935 2016

Included observations: 31 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4 0000}
Variable Coefficient Std. Errar t-Statistic Prab.
LOGBRECHARIB -2 0515807 0717446 -2 BR9457 0.007a
C -0.035163 0017480  -Z2.011626 0.0536
R-sguared 0267866 Mean dependentvar -0.021439
Adjusted R-squared 0.242620 S.D. dependentvar 0.090916
3.E. of regression 0.079122 Sum squared resid 0181548
Durbin-Watson stat 1.204948 Long-run variance 0.008693
REGRESION DE CORTO PLAZO
(=] Equation: REGCPINYV Workfile: EL SALVADOR FMO.. - B X

[‘JiewIPmclﬂbject] [PrinthamelFreeze] [EstimateIFc-recastIStatsIResids]

Dependent Variable: DILOGBRECHADES)
Method: Least Squares

Date: 11M15M7 Time: 17:32

Sample (adjusted): 1986 2016

Included observations: 29 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
Z -0.014444 0.009604 -1.5032904 0.1447
Di{LOGBERECHAFIB) -0.8235056 0.6a8480 -1.212897 0.22361
RESIDFMOLSIMW-1) -0.833566 0121754 -6.846291 0.0000
R-squared 0.645041 Mean dependentwvar -0.017408
Adjusted R-squared 0617737 5.0 dependentwar 0.082896
S.E. of regression 0.051253 Akaike info criterion -2.006403
Sum squared resid 0068298 Schwarz criterion -2.864958
Log likelihood 46.59284 Hannan-Cluinn criter. -2.962104
F-statistic 2362398 Durbin-Watson stat 1.589653
Prob(F-statistic) 0.000001

PRUEBA DE AUTO-CORRELACION
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(=] Equation: REGCPINV Woaorkfile: EL SALVADOR FMO... — O x

[‘u‘iewl ProcIDbject] [PrintINamEIFreezE] [EstimateIForecastIStatSIRESids]

Breusch-Godfrey Serial Carrelation LM Test:

F-statistic 0. 965649 FProb. F(2 24) 0.3950
Obs*R-squared 2 159847 Frob. Chi-Square(z) 0. 33296
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Crate: 111817 Time: 17:32
Sample: 1986 2016
Included observations: 29
Presample and interior missing value lagged residuals set to zero.
Wariable Coefficient Std. Error t-Statistic Prob.
C -0.001244 0009680 -0.128886 0.8907
CMLOGBRECHAPRIB) -0.044480 0.694590 -0.064038 0.9495
RESIDFMOLSIMNW-1) -0.124502 0155990 -0.798139 04326
RESID-1) 0289599 0.259548 1.115779 0.2756
RESID(-2) 0159814 0.2114320 0755872 04571
R-squared 0.07447F7 Mean dependent var 4 F9E-18
Adjusted R-squared -0.079776 S 0. dependent var 0.049388
S.E. of regression 0051320 Akaike info criterion -2 945868
Sum squared resid 0063211 Schwarz criterion -2 710128
Log likelinood 4F 71509 Hannan-CGuinn criter. -2 872037
F-statistic 0482825 Durbin-YWatson stat 2082602
Prob({F-statistic) 0748104

MEXICO

REGRESION DE LARGO PLAZO
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(=] Equation: MCOLP  Workfile: MEXICO FMOLS:Untitl.. - & X

[Uiewl PrncIDbject] [PriﬂtINEmEIFFEEIE] [EstimatEIFnrecastl Statslﬂesidsl

Dependent Variable: LOGBRECHAFIB
Method: Least Squares

Cate: 111517 Time: 17:33

Sample (adjusted): 1892 2016

Included observations: 25 after adjustments

“Variable Coefficient Std. Error t-Statistic Frob.
C -0.002423 0.002697 -0.898266 03738
LOGBRECHADES -0.022969 0.023615 -0.972636 0.3413
RESIDLP{-1) 0627303 0160672 3.904241 0.0008
R-squared 0420518 Mean dependentvar -0.002071
Adjusted R-squared 0367838 5.0 dependentwvar 0016948
3. E. ofregression 0.013475 Akaike info criterion -5 663827
Sum squared resid 0.003995 Schwarz criterion -5.517562
Log likelinood ¥3.79784 Hannan-Qwinn criter. -5.6232549
F-statistic 7982487 Durbin-Watson stat 1. 754728
Prob(F-statistic) 0002474
PRUEBA DE AUTO-CORRELACION

(=] Equation: MCOLP Waorkfile: MEXICO FMOLS:Untitle... — = 2

[ViewIProcIDbject] [PrintINamE]Freeze] [EstimateIForecastIStatsIResids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0.252560 ProbD. F(2,20) 0. 77Faz
CObs*R-=squared 0.615847F Frob. Chi-Sqguare(2}) 0. F250
Test Equation:
Dependent Wariable: RESID
Method: Least Squares
Date: 111517 Time: 17:25
Sample: 1992 2016
Included observations: 25
Presample missing value lagged residuals set to zero.
Wariable Coeflicient Std. Error t-Statistic Prokb
c 0.000190 0.002807 0067748 0.9467
LOGBRECHADES -0.001546 0.024609 -0.062829 0.9505
RESIDLP{-1}) -0.1832036 0.240044 -0.53827T2 0.5963
RESID-1) 0.267 721 0.37avao 0. Fo67Fag 04878
RESID(-2) 0093763 0.3287032 0.285252 07784
R-squared 0024634 Mean dependent var 2 T8E-19
Adjusted R-sguared -0.170439 S D. dependent var 0012901
S.E. of regression 0.013957 Akaike info criterion -5.5287 70
Sum squared resid 0.002896 Schwarz criteriaon -5.284994
Log likelinood T4 10962 Hannan-Ciuinn criter. -5 461157
F-=statistic 0. 126280 Durbin-Watson stat 1.905528
FProb(F-statistic) 0.97 1209

REGRESION INVERSA
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(=) Equation: MCOINV - Workfile: MEXICO FMOLS::Untit.. - B X
View | Proc | Object | | Print | Mame | Freeze | | Estimate | Forecast | Stats | Resids
Dependent Variable: LOGBRECHADES
Method: Least Squares
Date: 111817 Time: 1734
Sample (adjusted): 1992 2016
Included observations: 25 after adjustments
WVariable Coefficient =td. Error t-Statistic Fraob.
c -0.010098 0.015264  -0.661583 0.5151
LOGBRECHARIB -0.858241 09110890 -0.941983 0.3564
RESIDIMNY{-1) 0757523 0130126 5.821461 0.0000
R-squared 0.6138350 Mean dependentvar -0.003580
Adjusted R-squared 0578746 3.0 dependentwvar 0116531
3.E. of regression 0.075633 Akaike info criterion -2.213678
Sum squared resid 0.125848 Schwarz criterion -2.067413
Log likelihood 067097  Hannan-Cuinn criter. -2173110
F-statistic 17 48635 Durbin-Watson stat 1.413889
FProb(F-statistic) 0.00002a
PRUEBA DE AUTO-CORRELACION
[=] Equation: MCOINY  Workfile: MEXICO FMOLS:Untitl... — & 3¢
[UiewIProcIDbject] [PrintINameIFreeze] [EstimatelForecastIStatisesids]
Breusch-Sodfrey Serial Correlation LM Test:
F-statistic 2 209066 Prob. F{(2,20) 013549
Obs*R-squared 4 5232413 Prob. Chi-Sguare(2) 01042
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 11M15M7 Time: 17: 325
Sample: 1992 2016
Included cbservations: 25
Frasample missing value lagged residuals setto zero.
Wariable Coefficient Std. Error t-Statistic Prob.
L 0002109 0014566 0213412 08332
Lo GBRECHARPIB 08322836 0.949277F 0. 266303 0.32963
RESIDIMNW-1) -0 320728 0219742 -1. 459568 oO.1599
RESID-1) 0.601296 0.2822982 208703232 0.0499
RESID{(-2) 0225606 0289968 0812524 0. 4261
R-sguared 0. 180937 Mean dependent var -8.67E-18
Adjusted R-squared 0017124 S.D. dependent var 00724132
S.E. of regression 0071791 Akaike info criterion -2.253272
Sum squared resid 0102078 Schwarz criterion -2 009496
Log likelinood 3216529 Hannan-2uinn criter. -2 1856548
F-statistic 110453232 Durbin-Watson stat 2144865
Probi{F-statistic) 0.281754
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(=] Equation: FMOLS Workfile: PANAMA FMOLS::Untitl... - 2 X

[‘u‘iewIPrncIDbject] [Print[NameIFreezel [EstimateanrecastIStatsIﬁ.esids]

Dependent Variable: LOGBRECHAFRIB

Method: Fully Modified Least Squares (FMOLS)
Date: 1111517 Time: 17:36
Sample (adjusted): 1985 2016
Included observations: 32 after adjustments

Cointegrating equation deterministics: C

Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth

=4 0000
Variable Coefficient Std. Errar t-Statistic Prob.

LOGBRECHADES -0.242438 0012904 -26.53800 0.0000
RESIDLP{-1) 0.861503 0034684 24 83877 0.0000
C -0.025713 0002483 -10.35773 0.0000
R-squared 0.933437 Mean dependentwvar -0.030182
Adjusted R-squared 0.928846 3.0D. dependentvar 0.0796049
S.E. of regression 0.021236 Sum squared resid 0.013078
Durbin-Watson stat 1.908669 Long-runwvariance 0.000184

-

REGRESION DE CORTO PLAZO

89 DAVID VASQUEZ CORRAL



REN » -

=1

UNIVERSIDAD DE CUENCA

-

(=] Equation: REGCP  Workfile: PANAMA FMOLS:Untit.. - & X

[‘u‘iewIPmchbject] [F‘rintl NEH‘IEIFFEEIE] [EstimateanrecastlStEtSIRESids]

Dependent Variable: D{LOGBRECHARIB)
Method: Least Squares

Date: 111517 Time: 1737

Sample (adjusted): 1987 2016

Included observations: 30 after adjustments

Variable Coefficient =td. Error t-Statistic Prob.
C -0.005142 0.002981 -1. 724925 0.0964
D(LOGBERECHADES) -0.155287 0.040807 -3.805438 0.0008
RESIDLPALUTO:-1) -0.806675 0207882 -3.880442 0.0006
RESIDCP(-1) 1.065086 0172243 G.183626 0.0000
R-squared 0.717960 Mean dependent var -0.000367
Adjusted E-squared 0.685417 3S.0. dependentvar 0027214
S.E. of regression 0.015264 Akaike info criterion -5. 403107
Sum squared resid 0.0060588 Schwarz criterion -5.216281
Log likelihood 85.04661 Hannan-Qwinn criter. -5.343340
F-statistic 2206181 Dwurbin-Watson stat 2148664
Prob(F-statistic) 0.000000

PRUEBA DE AUTO-CORRELACION

90 DAVID VASQUEZ CORRAL



REN » -

UNIVERSIDAD DE CUENCA f?f“-

)

(=] Equation: REGCP Workfile: PANAMA FMOLS:Untit.. — & X

[Uiewl Prc-cIDbject] [PrintINamEIFreezE] [EstimatelFnrecastlﬂtatslﬂesids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0240363 Prob. F(2 24) 07882
Obs*R-squared 0.5839107 Prob. Chi-Square(2) 0. 7449

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 111517 Time: 17:38

Sample: 1987 2016

Included observations: 20

Presample missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic Prob.
c 0000205 0003096 0066235 0.9477
DiLOGBRECHADES) -0.010024 0.047928 -0.209143 0.8261
RESIDLPALITO-1) 0067481 0241646 0279254 07824
RESIDCP-1) 0.022528 0189605 0.1188132 0.9064
RESID{-1) -0.201157 0290126 -0.693344 0.4947
RESID{-2) -0.000374 0221260 -0.001618 0.9987
R-squared 0.019637 Mean dependent var -1.50E-18
Adjusted R-squared -0.184605 S.0D. dependentwvar 0.014453
S E. ofregression 00158730 Akaike info criterion -5 289606
Sum squared resid 0.005939 Schwarz criterion -5.009367
Log likelinood 8534410 Hannan-Quinn criter. -5.1994955
F-statistic 0.096145 Durbin-Watson stat 1.984402

Prob{F-statistic) 0.991939
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(=] Equation: MCOLP Workfile: PARAGUAY FMOLS:Untitl... - O X

[UiewIPmcIObject] [F‘rinthamelFreeze] [EstimateanrecastlStatsIRE:ids]

Dependent Variable: LOGBRECHAFRIB
Method: Least Squares

Date: 11M115M7 Time: 17:40

Sample (adjusted): 1983 2016

Included obsemvations: 34 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C -0.003814 0.004120 0912442 0.2686
LOGBRECHADES -0.168852 0.044440 -3.799552 0.0006
RESIDLP{-1) 0.609597 0143714 4 241738 0.0002
R-squared 0519416 Mean dependent var -0.004535
Adjusted R-squared 0483410 S.D. dependentwvar 0.033330
S.E. of regression 0.024197 Akaike info criterion -4 521076
Sum squared resid 0.013150 Schwarz criterion -4 336397
Log likelihood 79.85329 Hannan-Cuinn criter. -4 475146
F-statistic 1675240 Durbin-Watson stat 1.996996
Probi{F-statistic) 0.000012
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(=] Equation: MCOLP Workfile: PARAGUAY FMOLS:Untitl... — & X
[ViewIProcIDbject] [PrinthamElFreezE] [EstimatelForecastlstatslﬂesids]
Breusch-Godfrey Serial Correlation LM Test: -
F-statistic 2274020 Prob. F(2,29) 0.1209
Obs*R-squared 4 609312 Prob. Chi-Square(2) 00998
Test Equation:
Ciependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 17:40
Sample: 1983 2016
Included observations: 34
Presample missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
C 0.000115 0.004026 0028669 0.9773
LOGBRECHADES 0.035458 0.045961 0771494 04467
RESIDLP{-1) -0.294147F 0.286919 -1.373721 0.12801
RESID(-1) 0.397804 0.336252 1.183056 0.2464
RESID(-2) 0.538355 0252924 2128528 0.0419
R-squared 0.135568 Mean dependent var 4 023E-19
Adjusted R-squared 0.016336 3S.D. dependent var 0.023452
S.E. of regressian 0023260 Akaike info criterion -4 5489111
Sum squared resid 0015690 Schwarz criterion -4 324646
Log likelinood 82.33480 Hannan-Ciuinn criter. -4 AT2562
F-statistic 1137010 Durbin-Watson stat 1.850055
Prob{F-statistic) 0.358699
L
REGRESION INVERSA
=] Equation: MCOINV  Workfile: PARAGUAY FMOLS:Unti... - B X

[UiewlProcIDbject] [PrintINamEIFreeze] [EstimatelForecastlStatsIResidsl

Dependent Variable: LOGBRECHADES

Method: Least Squares
Date: 111517 Time: 17:41
Sample: 18980 2016
Included observations: 36

Wariable Coeflicient Std. Error t-Statistic Frob.
cC -0.012640 0013720 -0.921308 0.3624
LOGBRECHAFIB -1.4185324 0.378937 -3.743454 0.0007
R-zquared 0291865 Mean dependent var -0.011668
Adjusted R-squared 0271038 3.0D. dependent var 0.096399
53.E. ofregression 0.082305 Akaike info criterion -2102819
3um squared resid 0230319 Schwarz criterion -2 014845
Log likelinood 3985074 Hannan-CQuinn criter. -2072114
F-statistic 14.01345  Durbin-Watson stat 1.602044
Prob(F-statistic) 0.000671
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(=] Equation: MCOINV Workfile: PARAGUAY FMOLS:zU... - B X
[Uiew[Prnchbject] [PrinthamElFreeze] [EstimatelFnrecastIStatisesidS]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0789205 Prob. F(2,32) 04628
Obs*R-squared 1.692241 Prob. Chi-Square(Z) 04291
Test Equation:
Dependent Wariable: RESID
Method: Least Squares
Drate: 111517 Time: 1741
Sample: 19280 2016
Included observations: 36
Fresample and interior missing value lagged residuals set to zero.
Variable Coefficient Std. Error t-Statistic Prob.
c -0.000314 0013813 -0.022716 0.9820
LOGBRECHARIB -0.000131 0.390734 -0.000334 0.9997
RESICH-1) 0228520 0178302 1.281648 0.z209z2
RESID(-2) -0.120457 0180657 -0.6667 71 0.5097
R-squared 0047007  Mean dependent var -1.54E-18
Adjusted R-squared -0.042336 S.0. dependentwvar 0.081121
S.E. of regression 0082820 Akaike info criterion -2.039855
Sum squared resid 0219493 Schwarz criterion -1.8638908
Log likelihood 40 71739 Hannan-Ciuinn criter. -1.978445
F-statistic 0526137 Durbin-Watson stat 2019178
FProb(F-statistic) 0667492
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(=] Equation: FMOLS Workfile: PERU FMOLS:Untitled\, - A x
[ViewIPmchbject] [F‘rintINamEIFreezE] [EstimatelFnrecast[ﬂtatslﬁesids]
Dependent Variable: LOGBRECHAFIB
Method: Fully Modified Least Squares (FMOLS)
Date: 111517 Time: 17:43
Sample (adjusted): 1987 2016
Included ocbservations: 26 after adjustments
Cointegrating equation deterministics: C
Long-run covariance estimate (Bartlett kernel, Mewey-West fixed bandwidth
= 3.0000)
Variable Coefficient Std. Error t-Statistic Prob.
LOGBRECHADES -0.282995 0.050113 -7.642640 0.0000
RESIDLP{-2) 0596568 0121622 4. 905088 0.0001
C -0.032447 0.007445 -4 358364 0.0002
R-squared 0707375 Mean dependent var -0.029800
Adjusted R-squared 0681929 S.D. dependentwvar 0072221
S.E. of regression 0040731 Sum squared resid 0.038157
Dwurbin-Watson stat 0.874235 Long-runvariance 0.0008683
REGRESION DE CORTO PLAZO
(=] Equation: REGCP  Workfile: PERU FMOLS:Untitled', -0 X
[ViewIPrncIDbject] [PriﬂtINEmEIFrEEIE] [EstimateanrecastIStatle‘.esidsl
Dependent Variable: D(LOGBRECHARIB)
Method: Least Squares
Date: 111817 Time: 17:43
Sample (adjusted): 1992 2016
Included observations: 25 after adjustments
Yariable Coefficient Std. Error t-Statistic Prob.
C 0006221 0.004234 1.452149 01606
DiLOGBRECHADES) -0.067152 0.086773 -1.005672 0.3255
RESIDLPA(-1) -0.192578 0.147497 -1.205641 020582
R-squared 0.074343 Mean dependentwvar 0.007242
Adjusted R-squared -0.008802 S5.0D. dependentwvar 0.020850
5.E. of regression 0.021052 Akaike info criterion -4 771430
Sum squared resid 0.009751 Schwarz criterion -4 625165
Log likelinood 62 64288 Hannan-Quinn criter. -4 730863
F-statistic 0883518 Durbin-Watson stat 2145286
Prob(F-statistic) 0427488
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=] Equation: REGCP Workfile: PERU FMOLS:Untitled, - B8 X
[ViewlProcIDbject] [PrintINamEIFreeze] [EstimateIForecastIStatSIRESids]
Breusch-Godfrey Serial Correlation LM Test: -~
F-statistic 0. 507646 Prob. F(2,20) 0.56095
Obs*R-squared 1. 207802 Frob. Chi-Squareiz) 0.5467
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 1111517 Time: 17:44
Sample: 1892 2016
Included observations: 25
FPresample missing value lagged residuals setto zero.
Variable Coefficient Std. Error t-Statistic Prob.
- 00003200 0.004393 0068342 0.9452
CHLOGBRECHADES) 0012631 0059460 0181844 08575
RESIDLP1{-1) 0038039 0174562 0504342 06195
RESID{-1}) -0.217549 0253635 -0 857725 0. 4012
RESID{-2) -0 1761956 0239099 -0.736918 0. 4697
R-squared 0048312 Mean dependent var 1.67E-18
Adjusted R-squared -0.142026 S.D. dependent var 0020156
S E. of regression 0021540 Akaike info criterion -4 660949
Sum squared resid 0. 009279 Schwarz criterion -4 41TF173
Log likelinhood 63 26186 Hannmnan-Quinn criter. -4 593336
F-statistic 0253823 Durbin-Watson stat 1.824499
Prob(F-statistic) 0.903904
o
REGRESION INVERSA
=] Equation: FMOLSINY  Workfile: PERU FMOLS::Untitledy, - B X

View | Proc | Object| | Print [ Mame | Freeze | | Estimate | Forecast | Stats | Resids

Dependent Variable: LOGBRECHADES

Method: Fully Modified Least Squares (FMOLS)

Date: 11M15M7 Time: 1744

Sample (adjusted): 1984 2016

Included observations: 28 after adjustments

Cointegrating equation deterministics: C

Lang-run covariance estimate (Bartlett kernel, Newey-YWest fixed bandwidth

=4.0000)
Wariable Coefficient Std. Error t-Statistic Frob.

LOGBRECHAFIB -0.871306 0231420 -3.765048 0.000%9
RESIDALTOIMNV-2) 0513374 0137141 3743407 0.0010
C -0.037455 0.017332 -2 160886 0.0405
R-squared 0438596 Mean dependentvar -0.035030
Adjusted R-squared 0.393683 S.D. dependentwvar 0135037
3.E. ofregression 0105148 Sum squared resid 0276404
Durbin-¥Watson stat 0402515 Long-run variance 0.00¥1838
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(=] Equation: REGCPINYV  Workfile: PERU FMOLS:Untitled\, - O X

[UiewlP‘mchbject] [PrintINamEIFreezE] [EstimatelFnrecastIStatisesids]

Method: Least Squares

Dependent Variable: D(LOGERECHADES)

Date: 11/15M7 Time: 17:46
Sample (adjusted): 1985 2016
Included obsemvations: 28 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C -0.005600 0.016521 -0.338985 07375
DMLOGERECHARIB) -1.130343 0.770581 -1.466852 015448
RESIDLPIMNWA{-1) -0.412224 0184684 -2 232045 0.0348
R-zquared 0.183850 Mean dependentvar -0.004624
Adjusted R-squared 0.118558 S.0D. dependentvar 0.0901549
S.E. of regression 0.084646 Akaike info criterion -1.999730
Sum squared resid 0179122 Schwarz criterion -1.856994
Log likelinood 3089623 Hannan-Quinn criter. -1.8955085
F-statistic 28158068 Durbin-Watson stat 1.557904
Prob{F-statistic) 00728809
PRUEBA DE AUTO-CORRELACION
=] Equation: REGCPINY  Workfile: PERU FMOLS:Untitl... — =

[ViewIPrncIObject] [PrintINameIFreeze] [EstimatelForecastIStatsIResids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0761432 Prob. F(2,23) 04784
CObs*R-squared 1.738794 Prob. Chi-Square(2) 0.4192
Test Equation:
Dependent WVariable: RESID
Method: Least Squares
Date: 1111517 Time: 17456
Sample: 1985 2016
Included observations: 28
Presample and interior missing value lagged residuals setto zero.
Variable Coeflicient Std. Error t-Statistic Prob.
c 0000822 0.015902 0.0265820 0.9709
CHLOGBRECHAFIB) 0143365 0. 8073209 -0177584 08606
RESIDLFIMNWA-1) 0025504 0218412 0. 117220 0.907F7F
RESID(-1) -0.173855 0.294352 -0.590637 0.5605
RESID(-2) 0045573 0259088 0176283 08616
R-squared 0.062100 Mean dependent var -1.98E-18
Adjusted R-squared -0 101013 S.0. dependent var 0.081450
S.E. ofregression 0.085465 Akaike info criterion -1.920985
Sum squared resid 0167993 Schwarz criterion -1.683091
Log likelinood 21.88379 Hannan-Ciuinn criter. -1.848259
F-statistic 0. 280716 Durbin-Watson stat 1.392453
Prob(F-statistic) 0.820067

-
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(=] Equation: MCOLP Workfile: URUGUAY FMOLS:Untit.. - O X

[Uiewl F-‘r::-cIDb_iect] [PrintINamEIFreezE] [EstimatEIFarecastI Statslﬂesidsl

Dependent Variable: LOGBRECHAFRIB
Method: Least Squares

Date: 1111517 Time: 21:08

Sample (adjusted): 1981 2016

Included observations: 32 after adjustments

“ariable Coefficient =td. Error t-Statistic Frob.
C -0.008043 0.002376 -2.385661 0.0021
LOGBRECHADES -0.312946 0.019202 -16.29733 0.0000
RESIDLP(-1) 0.865354 0.063458 13.63662 0.0000
R-squared 0.931568 Mean dependentwvar -0.004067
Adjusted R-squared 0.9z26848 S.D. dependentwvar 0.048469
S.E. ofregression 0.013109 Akaike info criterion -5.741944
Sum squared resid 0.004984 Schwarz criterion -5.604531
Log likelihood 94 87111  Hannan-Cwuinn criter. -5 696396
F-statistic 197.3885 Dwrbin-Watson stat 1.5636892
Prob(F-statistic) 0.000000

-

PRUEBA DE AUTO-CORRELACION

(=] Equation: MCOLP Workfile: URUGUAY FMOLS:Unti... — B 3

[‘ufiew:[ PrncIDbject] [PrintINamE I Freeze] [EstimatEIFnrecastI StatSIRESids]

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0. 7F47r3an Prob. F(2,27) 0.4329
O bs*R-squared 16879700 Prob. Chi-Sqgquare(2) 04318

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 11/15M17F Time: 21:09

Sample: 1981 2016

Included cbservations: 32

Presample and interior missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic Prob.
8- 0.0007133 0.002403 0.055238 0. 95654
LOGBRECHADES 0. 002722 0.019600 0138855 0.8906
RESIDLP({-1) -0.033833 0070668 -0 4F8TFET 0.63260
RESID{-1) 0176527 0o.205811 0857714 0.2986
RESID(-2) 0159585 0.227a922 0. 700174 0. 4298
R-=guared 0.052491 Mean dependent var -1.95E-18
Adjusted R-squared -0.087881 S D. dependent var 00126749
S E. of regression 0013225 Akaike info criterion -5 670863
Sum squared resid 0. 004722 Schwarz criterion -5 441841
Log likelinood 95 F3380 Hannan-CQuinn criter. -5.594949
F-statistic 0.373940 Durbpin-Watson stat 1.892152

Prob(F-statistic) 0.825133
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(=] Equation: MCOINVERSA Workfile: URUGUAY FMO... - O X

[‘u‘iewIPrncIDbject] [Printl NEmEIFrEEIE] [EstimateIFnrecastIStatslﬁesids]

Crependent Variable: LOGBRECHADES
Method: Least Squares

DCate: 111517 Time: 21:08

Sample (adjusted): 1981 2016

Included observations: 32 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C -0.021097 0.007806 -2 702884 00114
LOGBRECHARIB -1.349273 0167424 -8.059028 0.0000
RESIDIMNY{-1) 0.942195 0.094911 9927126 0.0000
R-squared 0.884671 Mean dependentvar -0.025100
Adjusted R-squared 0876717  S.D. dependentwvar 0123960
S.E. ofregression 0.043524 Akaike info criterion -3.341928
Sum squared resid 0.054937 Schwarz criterion -3.204516
Log likelinood 56 47087 Hannan-Ciuinn criter. -3.296381
F-statistic 111.2268 Durbin-Watson stat 1.604292
FProb{F-statistic) 0.000000
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(=] Equation: MCOINVERSA Workfile: URUGUAY FMOLS:... — B X
[UiewlProcIDbject] [PrintINamEIFreezE] [EstimatEIForecastlStatsIRE:ids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 0.795579 Prob. F(2,27) 046716
CObs*R-squared 1.780867 Prob. Chi-Square(2) 0.4105
Test Equation:
Dependent Variable: RESID
Method: Least Squares
Date: 11/M15M7F Time: 21:10
Sample: 1981 2016
Included observations: 32
Presample and interior missing value lagged residuals setto zero.
Variable Coefficient Std. Error t-Statistic Prob.
c -0.000158 0.007913 -0.019910 0.9843
LOGBRECHAFRIB -0.019489 0.169325 -0.115100 0.9092
RESIDIMNW(-1) -0.062517 0115806 -0.539843 0.5937
RESID{-1) -0.112023 0.243499 -0 460054 0.6482
RESID{-2) 0.392999 0.320310 1.226932 02304
R-squared 0.055652 Mean dependentvar -1.13E-17
Adjusted R-squared -0.084251 S.D. dependent var 0.042097
S E. of regression 0.0438325 Akaike info criterion -3.Z74190
Sum squared resid 0051880 Schwarz criteriaon -3.045169
Log likelihood 57.28704 Hannan-Quinn criter. -2.198276
F-statistic 0.2977r739 Durbin-Watson stat 1.652663
Prob({F-statistic) 0.808432
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(=) Equation: MCOLP  Workfile: VENEZUELA FMOLS:Unti.. - O x
[ViewlecIDb_iect] [PrintINamEIFreezEl [EstimatelFcurecastIStatisesids]
Dependent Variable: LOGBRECHAFIB
Method: Least Squares
Date: 111517 Time: 21:11
Sample (adjusted): 1981 2013
Included observations: 33 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C -0.006547 0.002736 -2.392523 0.0232
LOGBRECHADES -0.279412 0.023300 -11.99209 0.0000
RESIDLP(-1) 0517477 0154218 3.355500 0.0022
R-squared 0.840335 Mean dependentvar 0002312
Adjusted R-squared 0.829691 S.0. dependentwvar 0.037728
S.E. ofregression 0.015570 Akaike info criterion -5.400468
Sum squared resid 0007272 Schwarz criterion -5 264422
Log likelinood 9210773 Hannan-CQuinn criter. -5.354693
F-statistic 78.94699 Durbin-Watson stat 1.6437935
Prob(F-statistic) 0.000000
PRUEBA DE AUTO-CORRELACION
(=] Equation: MCOLP Workfile: VEMEZUELA FMOLS:Unti... — O
[ViewlProcIDbject] [PrinthamElFreezE] [EstimateIF::-recastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 1.390163 Prob. F(2,28) 0.2657
CObs*R-squared 2980824 Prob. Chi-Square(2) 0.2253
Test Equation:
Cependent Variable: RESID
Method: Least Squares
Crate: 111517 Time: 21:11
Sample: 1981 2013
Included ocbservations: 33
Presample missing value lagged residuals setto zero.
Variable Coefficient Std. Error t-Statistic Prob.
c 0.000120 0.002711 00442322 0.9650
LOGBRECHADES 0.001053 0.0223177 00454272 0.9641
RESIDLP{-1) -0. 421648 0.455557 -0.925566 0.3626
RESID{-1) 0. 5835463 0. 4583256 1.277590 02119
RESID{-2) 0032108 0. 206602 0. 104722 09173
R-squared 0090328 Mean dependent var 1.058E-18
Adjusted R-squared -0.039625 S.D. dependent var 0.015075
S E. ofregression 0.015371 Akaike info criterion -5 3T3927
Sum squared resid 0006616 Schwarz criterion -5.147184
Log likelinood 93 66980 Hannan-CQuinn criter. -5 297635
F-statistic 0. 695081 Durbin-VWatson stat 1.985163
Prob(F-statistic) 0. 601697

REGRESION INVERSA
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(=] Equation: MCOINVERSA Workfile: VEMEZUELAF.. - O X
[‘JiewlPrncIDbject] [PriﬂtINHﬂ'IEIFrEEIE] [EstimatelFnrecastlﬂtatslﬂesids]
Crependent Variable: LOGBRECHADES
Method: Least Squares
Crate: 10M16M7 Time: 23:41
Sample (adjusted): 1981 2013
Included observations: 33 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C -0.021862 00028238 -2.653884 0.0126
LOGBRECHARIB -2.7119582 0221786 1222778 0.0000
RESIDIMNW-1) 0566096 0151242 3742975 0.0008
F-squared 0.850314 Mean dependentwvar -0.015866
Adjusted R-squared 0.840335 3.0 dependentwvar 011281593
S.E. ofregression 0.047228 Akaike info criterion -3.181165
Sum squared resid 0.066914 Schwarz criterion -3.045119
Log likelinood 55483923 Hannan-Cluinn criter. -3.135380
F-statistic 85 20980 Dwrbin-Watson stat 1.5639860
Prob(F-statistic) 0.000000
PRUEBA DE AUTO-CORRELACION
=] Equation: MCOINVERSA Workfile: VENEZUELA FMOL... — O X
[ViewIProcIDbject] [PrintINamEIFreeze] [EstimatelForecastIStatsIResids]
Breusch-Godfrey Serial Correlation LM Test:
F-statistic 2498329 Prob. F(2,28) 01004
Obs*R-squared 4 997165 Prob. Chi-Square(2) 00822
Test Equation:
Cependent Variable: RESID
Method: Least Squares
Date: 111517 Time: 21:13
Sample: 1931 20132
Included observations: 33
Fresample missing value lagged residuals set to zero.
Wariable Coefficient Std. Error t-Statistic Prob.
C 0.000315 0007858 0.040095 09683
LOGBRECHAFIB -0.058073 0.215432 -0.269563 07895
RESIDIMNW-1) -0.6505326 0.488476 -1.221765 01937
RESID-1) 0.8253280 0462388 1.802765 o.o0s22
RESIDN-2) 0.152463 0241362 04465630 06586
R-squared 01514289 Mean dependent var -2 4Z2E-18
Adjusted R-squared 0030205 S.0D. dependent var 0.045728
S E. of regression 0045032 Akaike info criterion -3 224155
Sum squared resid 0056781 Schwarz criterion -2.997411
Log likelihnood 53.19856 Hannan-Cluinn criter. -3.147863
F-statistic 1.249165 Durbin-Watson stat 1.956175
Frob(F-statistic) 0.2123176
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ANEXO 3: ESTIMACION DEL PRODUCTO POTENCIAL Y DE LA TASA
NATURAL DE DESEMPLEO

ARGENTINA

PRODUCTO POTENCIALY

-

(=] Equation: REGPIBPOT Workfile: ARGENTINAPIBP.. — O X

[UiewIP‘rocIDbject] [PrintIName I Freeze] [EstimateIFcrecastIStats I F-'.esids]

Dependent Variable: PIB_R
Method: Least Squares
Date: 1115117 Time: 21:17
Sample: 18980 2016
Included observations: 37

Variable Coefficient =td. Error t-Statistic FProb.
C 1.64E+11 O9.88E+09 16.58248 0.0000
@TREMD F.75E+09 4 FZE+D8 16.413292 0.0000
R-squared 0.885026 Mean dependentwvar 2.03E+11
Adjusted R-squared 0.881741 S0 dependent var 8. 92E+10
S.E. ofregression JO07E+10 Akaike info criterion 51.182313
Sum squared resid 2.29E+22 Schwarz criterion B1.27020
Log likelinood -944 8879 Hannan-Cuinn criter. 51.21383
F-statistic 269 4167 Durbin-Watson stat 0.3329300
Prob(F-statistic) 0.000000

BOLIVIA

PRODUCTO POTENCIAL

7 producto Potencial, se realizan las mismas estimaciones para los demds paises.
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]

(=] Equation: REGPIBP Workfile: BOLIVIA PIB POTENCI.. - O X

[UiewIPrncIDbject] [PrintINamEIFreezE] [EstimatelFcrecastlStatsIResids]

Method: Least Squares

Sample: 1980 2016
Included observations: 37

Dependent Variable: PIB_R

Date: 1115817 Time: 21:18

YVariable Coefficient Std. Error t-Statistic Prob.
c 5.43E+09 5.85E+08 9.284538 0.0000
@TREMD 4. FTEE+DS 27949739 17.04490 0.0000
R-squared 0.892483 Mean dependent var 1.40E+10
Adjusted R-squared 0.889411 S.D. dependentwvar 5.46E+09
S.E. ofregression 1.82E+089 Akaike info criterion 45 52937
Sum squared resid 1 15E+20 Schwarz criterion 45 61645
Log likelihood -840 28933 Hannan-Cuinn criter. 45 56007
F-statistic 2090.5285 Durbin-Watson stat 0.061554
ProbiF-statistic) 0.000000
ARGENTINA
TASA NATURAL DE DESEMPLEO
(=] Equation: REGDESNAT Waorkfile: ARGENTINA DES.. - B8 X
[UiewIProcIDbject] [Print[NameIFreeze] [EstimateIForecastIStatisesids]
Dependent Variable: DES
Method: Least Squares
Date: 09/04M17F Time: 17:01
Sample: 1980 2016
Included observations: 37
Variable Coefficient Sid. Error t-Statistic Prob.
C 9.4538024 0.642900 1471150 0.0000
GAPFIB 21.84356 5.379709 4 060361 0.0003
R-squared 0.320211 Mean dependent var 9. 305189
Adjusted R-squared 0.300788 S.D. dependentwvar 4 GEEE30
S.E. of regression 3.903899 Akaike info criterion 5614367
Sum squared resid 53224150 Schwarz criterion 5701444
Log likelinood -101.8658 Hannan-Qwuinn criter. 5. 645065
F-statistic 16 486563 Durbin-Watson stat 0181861
Prob(F-statistic) 0.000262

BOLIVIA

TASA NATURAL DE DESEMPLEO
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-

(=] Equation: REGDESNAT Workfile: BOLIVIA DESEMP... - O X

[UiewIPmcIObject] [PriﬂtINEmEIFFEEIE] [EstimatEIFnrecastIStatslResidsl

Cependent Variable: DES
Method: Least Squares
Crate: 09/04M17 Time: 17:02
Sample: 1980 2016
Included observations: 37

Wariable Coefficient Std. Error t-Statistic Prob.
c 6.925962 0.855459 8.096103 0.0000
GAPFIB -4 090456 4 544995 -0.899991 0.3743
R-squared 0.022619 Mean dependent var 7011351
Adjusted R-squared -0.005306 S.D. dependentwvar 5.157843
S.E. ofregression 5171510 Akaike info criterion 6.176745
Sum squared resid 9326.0579 Schwarz criterion 6.26323821
Log likelinood -112.2698 Hannan-Quinn criter. 6.207443
F-statistic 0.809984 Duwurbin-Watson stat 0201629
Prob{F-statistic) 0374276

BRASIL

TASA NATURAL DE DESEMPLEO

-

(=] Equation: REGDESNAT Workfile: BRASIL DESEMPL... — O X

[‘u‘iewl P'r::-cI Dbject] [PrintI NamelFreeze] [EstimatEIFarecastIStats I F-‘.esids]

Cependent Variable: DES

Method: Least Squares

Crate: 090417 Time: 17:03

Sample (adjusted): 1981 2016

Included observations: 36 after adjustments

Variable Coeflicient Std. Error t-Statistic Prokb.
C 6. 730446 0.311031 21.63914 0.0000
GAPPIB 2050774 4 670565 43908449 0.0001
F-squared 03618586 Mean dependentwvar 6.745139
Adjusted R-squared 0.343088 =S.0D. dependent var 2302376
S.E. of regression 1.866079 Akaike info criterion 4 139509
Sum squared resid 118.2965 Schwarz criterion 4 Z2TAB2
Log likelinood -72.51115% Hannan-CQuinn criter. 4 170214
F-statistic 19 27955 Durbin-Watson stat 0260767
Prob{F-statistic) 0000104
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CHILE

TASA NATURAL DE DESEMPLEO

-

(=] Equation: REGDESNAT Workfile: CHILE DESEMPL.. - & X

[ViewlecIDbject] [Print[NameIFreeze] [EstimatelFnrecastlStatsIResids]

Dependent Variable: DES

Method: Least Squares

Crate: 090417 Time: 17:04

Sample (adjusted): 1982 2016

Included observations: 35 after adjustments

Wariable Coefficient Std. Error t-Statistic Frob.
C 8317050 0.443306 1876143 0.0000
GAPPIB -Z23 67782 5859008 -4 041267 0.0003
R-squared 0.331061 Mean dependentvar 8.0052249
Adjusted R-squared 0.310790 S.0D. dependentvar 3110867
S.E. ofregression 25882601 Akaike info criterion 4 790916
Sum squared resid 2201042 Schwarz criterion 4. 879793
Log likelinood -81.841032 Hannan-Cuinn criter. 4. 8321597
F-statistic 16.323184  Durbin-Watson stat 0.440388
Prob(F-statistic) 0.000299
COLOMBIA

TASA NATURAL DE DESEMPLEO
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(=] Equation: REGDESNAT Workfile: COLOMBIA DESE... - O X

[‘u‘iewIPrncIDbject] [PrinthameIFreezE] [EstimateIFnrecastIStatsIRESidsl

Dependent Yariable: DES
Method: Least Squares

Sample: 1930 2016
Included observations: 36

Date: 090417 Time: 17:07

Variable Coefficient Std. Error t-Statistic Prob.
C 11.89334 0407563 2918161 0.0000
GAFPPIB 15.94397 3781985 4 2157649 0.0002
R-squared 0.3432823 Mean dependentvar 11.66092
Adjusted R-squared 0.323968 S.0D. dependentwvar 2946309
S.E. of regression 2422900 Akaike info criterion 4 BE1TE0
Sum squared resid 199 5851 Schwarz criterion 4749734
Log likelihood -81.91168 Hannan-Ciuinn criter. 4 692465
F-statistic 177271 Durbin-Watson stat 0464259
Prob(F-statistic) 0.000174
ECUADOR
TASA NATURAL DE DESEMPLEO
=] Equation: REGDESNAT Workfile: ECUADOR DESE... - B X
[UiewlProclUbjectl [PrintINameIFreezel [EstimateIFnrecastIStatsIResidsl
Dependent Variable: DES
Method: Least Squares
Date: 090417 Time: 17:08
Sample (adjusted): 1987 2016
Included observations: 30 after adjustments
ariable Coefficient Std. Errar t-Statistic Prob.
C G.848256 0277617 24 66796 0.0000
GAPFIB 28.00453 2.607576 762700 0.0000
R-squared 06827584 Mean dependentvar T.536033
Adjusted R-squared 0671424 3S.0D. dependentwvar 2513985
S.E. of regression 1.4410586 Akaike info criterion 3632971
Sum squared resid 58.14602 Schwarz criterion 3726384
Log likelihood -52.49456 Hannan-Qwinn criter. 3662854
F-statistic 60.25951 Dwurbin-Watson stat 1.598250
Frob(F-statistic) 0000000

EL SALVADOR
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TASA NATURAL DE DESEMPLEO

-

(=] Equation: REGDESNAT Workfile: EL SALVADORD... - & X

["ufiewIP'rc-cI Dbject] [P‘rintl NEH‘IEIFFEEIE] [EstimateanrecastI Stats I Residsl

Crependent Variable: DES
Method: Least Squares
Crate: 09/04M117F Time: 17:15
Sample: 1980 2016
Included observations: 32

Variable Coefficient Std. Error t-Statistic Prob.
C 7. 738008 0403502 1917713 0.0000
GAPFIB -2.076058 4 655826 -0.659274 0.5147
R-squared 0014281 Mean dependentwvar F.r31719
Adjusted R-squared -0.018576 S0 dependentwvar 2261009
S.E. of regression 2281913 Akaike info criterion 4 5483367
Sum squared resid 156.2138 Schwarz criterion 4 639975
Log likelihood -F0F7¥387 Hannan-Quinn criter. 4 578732
F-statistic 0434642 Durbin-\Watson stat 0776647
Prob(F-statistic) 0.5147449

MEXICO

TASA NATURAL DE DESEMPLEO

-

[=] Equation: REGDESNAT Workfile: MEXICO DESEM.. - & X

[ViewIProcIDbject] [PrintINamEIFreeze] [EstimatelForecastIStatsIResidsl

Crependent Variable: DES

Method: Least Squares

Date: 09/04M17F Time: 17:10

Sample (adjusted): 1988 2016

Included observations: 27 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 3.936133 0221284 1778773 0.0000
GAPFIB 1.352253 5480736 0246728 0.8071
R-squared 0.002429 Mean dependentvar 3947333
Adjusted R-squared -0.037474 S.0. dependentwvar 1.104859
S.E. ofregression 1125370 Akaike info criterion 3.145288
Sum squared resid 31.66143 Schwarz criterion 3241276
Log likelinood -40. 46138 Hannan-Cluinn criter. 2173830
F-statistic 0.060875 Durbin-Watson stat 0.523395
FProb(F-statistic) 0.807133
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PANAMA

TASA NATURAL DE DESEMPLEO

-

(=] Equation: REGDESNAT Workfile: PANAMA DESEM... - O X

[Uiewl PrncIDbject] [PrinthameIFreeze] [EstimatEIFnrecastIStatslResidS]

Dependent Variable: DES

Method: Least Squares

Date: 090417 Time: 17:11

Sample (adjusted): 1982 2016

Included observations: 35 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
c 1071517 0.605673 17.69133 0.0000
GAFPFIB 5212933 1.957460 2662111 0.0119
R-squared 0176896 Mean dependentwvar 10.59603
Adjusted R-squared 0151954 S5.D. dependentwvar 3.880385
S.E. ofregression 3.5873424 Akaike info criterion 5440371
Sum squared resid 421.3888 Schwarz criterion 5.529248
Log likelihood -893 20649 Hannan-2winn criter. 5471051
F-statistic 7092160 Dwurbin-\YWatson stat 0219022
Frob(F-statistic) 0.011877
PARAGUAY

TASA NATURAL DE DESEMPLEO

oy

(=] Equation: REGDESNAT Workfile: PARAGUAY DES.. - O X

[‘u‘iewl PrncIDbject] [PrintINamElFreezE] [EstimatelFnrecast[StatsIResids]

Dependent Variable: DES
Method: Least Squares
Date: 09/04M17 Time: 17:14
Sample: 1980 2016
Included observations: 36

Variable Coefficient Std. Error t-Statistic Frob.
C 6.146733 0201258 30 54152 0.0000
GAFPFIB 8.688515 2396814 3625027 0.0009
R-squared 0.278757 Mean dependent var G.130167
Adjusted R-squared 0.257544 3.0 dependentvar 1401063
S.E. of regression 1.207238  Akaike info criterion 3268500
Sum squared resid 49 55242 Schwarz criterion 3.356474
Log likelihood -56.83301 Hannan-Cuinn criter. 3.289205
F-statistic 1314082 Durbin-Watson stat 1.561486
Prob(F-statistic) 0.000835
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PERU

TASA NATURAL DE DESEMPLEO

(=] Equation: REGDESNAT Workfile: PERU DESEMPLE.. - O X

=

[Viewlpmclﬂbject] [PrinthamEIFreezE] [EstimateIFnrecastIStatSIRESidS]

Dependent Variable: DES
Method: Least Squares
Date: 090417 Time: 17:13
Sample: 1930 2016
Included observations: 35

FProb(F-statistic)

0.250988

Variable Coefficient Std. Error t-Statistic Frob.

C 6.896270 0.332971 2071132 0.0000

GAPPIB 1.508323 1.2917006 1.168473 0.2510
R-squared 0.039730 Mean dependentwvar 6.862114
Adjusted R-squared 0.010631 S.D. dependentwvar 1.972792
S.E. of regression 1.962278 Akaike info criterion 4 241534
Sum squared resid 127.0676  Schwarz criterion 4 330411
Log likelinood -F2.22685 Hannan-Quinn criter. 4 272215
F-statistic 1.3656329 Dwurbin-Watson stat 0.659284

URUGUAY

TASA NATURAL DE DESEMPLEO
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-

(=] Equation: REGDESNAT Workfile: URUGUAY DESE.. - o x

[‘JiewIPrncIDbject] [PriﬁtINEmEIFFEEIE] [EstimatEIFnrecastIStatsll?-‘.esids]

Crependent Variable: DES
Method: Least Squares
Drate: 090417 Time: 1716
Sample: 1980 2016
Included ocbservations: 35

Variable Coefficient Std. Error t-Statistic Prob.
C 9930993 0396404 2508270 0.0000
GAPFIB 13.99546 3.054455 4 581981 0.0001
R-squared 0.288827 Mean dependent var 9.328486
Adjusted R-squared 0.370307 S.0D. dependentvar 2950632
S.E. ofregression 2341421  Akaike info criterion 4 594338
Sum squared resid 180.9143 Schwarz criterion 4 683715
Log likelihood -78.40967 Hannan-2uinn criter. 4 6256519
F-statistic 20899455 Durbin-Watson stat 0182370
Frob{F-statistic) 0.000063
VENEZUELA

-

(=] Equation: REGDESNAT Workfile: VENEZUELA DES.. - O X

YWiew' | Proc| Object| | Print | Mame | Freeze | | Estimate | Forecast | Stats | Resids

Dependent Variable: DES

Method: Least Squares

Date: 09/04M7 Time: 1717

Sample (adjusted): 1930 2013

Included observations: 34 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
C 1021832 0.217557 46.96836 0.0000
GAPPIB 29.50545 2468250 11.95400 0.0000
R-sgquared 0.817036 Mean dependentvar 10.09058
Adjusted R-squared 0811319 5.D. dependentvar 2816920
S.E. ofregression 1.267036 Akaike info criterion 3.368261
Sum squared resid 51.37219 Schwarz criterion 3458046
Lag likelinood -85 26043 Hannan-Ciuinn criter. 3.398880
F-statistic 142.8931 Durbin-Watson stat 0783399
Frob(F-statistic) 0.000000
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